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FRAGMENTATION OF 86Kr AT 70 Me V/NUCLEON

R. Pfaff, M. Fauerbach, M. Hellstrom, J. H. Kelley, R.A. Kryger, D.J. Morrissey, B.M. Shemill, M. Steiner, |
J.S. Winfield, J.A. Winger, and B.M. Young.

Projectile fragmentation has proven to be an effective method to produce many exotic nuclei. The
production of beam velocity residues from the projectile is relatively well understood in both the high
energy (E > 200 McV/nucleon) and low energy (E < 20 MeV/nucleon) domains. At relativistic energies
‘pure’ fragmentation occurs while the low energy domain is dominated by deep-inelastic scattering processes. -
The interpretation of the intermediate energy domain (20 MeV/nucleon < E < 200 MeV/nucleon) is not so
well understood due to the limited availability of data, particularly for reactions involving medium-mass and
heavy nuclei.

It is crucial for the planning of future experiments with secondary beams that the production yields
of exotic nuclei produced in intermediate energy reactions can be accurately predicted. To make these
predictions, we need a better understanding of the interplay between competing reaction mechanisms present -
in this energy region, and to map out the gradual transition from the deep inelastic processes of the low-
energy regime to the more violent collisions at relativistic energies. The aim of this study — together with
other experiments performed at the National Superconducting Cyclotron Laboratory (NSCL) and elsewhere
— is to close the gap in our knowledge by providing high-quality data on production yields and momentum
distributions for the "fragmentation" of heavy projectiles with a broad range of energies[1,2,3]. :

This report presents the analysis of an experiment performed at the NSCL using the A1200 mass
separator[4]. The techniques used to identify fragments have been described in detail elsewhere[5]. The
experiment used a 0.6 pnA 70 MeV/nucleon 30Kr beam from the K1200 cyclotron, incident on a 4 m g,/cm2 -
Al target placed at the medium acceptance target position of the A1200. We obtained AE, E, time-of-flight,
and rigidity information from which the mass A, proton number Z, and charge state Q of the individual
isotopes were determined using well known formulae[6]. The measurements had resolutions (FWHM) of A
A/A = 03, AZ/Z = 04, and AQ/Q = 0.3, allowing clear separation of the fragments. Momentum
distributions were obtained for sixty-three individual isotopes. The parallel momentum distribution of each
isotope was fitted to a Gaussian function, from which the parallel momentum width, the momentum transfer,
and the isotope yield was determined. Data for the projectile-like fragments ranging from Z=33 to Z=39 are .
presented below. ,

The measured values of the parallel momentum widths and the predictions of the Goldhaber
model[7] are shown in Figure 1, along with the predictions from the high-energy systematics previously
obtained by Morrissey[8]. The Goldhaber model was developed for data from high energy fragmentation and
is based on the fact that removing independent nucleons from the projectile results in a Gaussian momentum
distribution. The parallel momentum width predicted by the Goldhaber model is directly proportional to the
Fermi momentum of individual nucleons in the participants and is shown by the solid curve in Figure 1
(corresponding to pr = 275 MeV/c). The value is somewhat higher than a value obtained using quasi-elastic -
electron scattering data[9] where pg = 260 MeV/c and also higher than the values of pg that typically have
been used to fit high energy fragmentation data. This noticeable increase in the parallel momentum width
could be caused by other reaction processes that will occur in the intermediate energy regions but would not
be present in the high energy domain where ‘pure’ fragmentation occurs. The dashed curve shown in Figure 1
is calculated from the systematics of Morrissey[8] that was obtained from parameierization of high energy
fragmentation data. The latter prediction also agrees fairly well with the data as did the fit from the
Goldhaber model.
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Figure 1: Widths of parallel momentum distributions compared to predictions using the Goldhaber model
(solid Line)[7] and the systematics of Morrissey (dashed line)[8]. The solid symbols indicate charge pick-up
products. The error bars are indicative of the statistical error only and do not include any uncertainties due to
beam normalization,

The average parallel momentum transfer (P")|} is shown in Figure 2, note that the charge pick-up
products are indicated by solid symbols. Morrissey[8] has defined this quantity as the product of the
projectile mass, the average velocity of the fragment { 3" ), and a kinematic factor of 8y/(y+1) and has
shown that a linear relationship exists between (P'n) and the product of the number of nucleons removed
from the projectile AA, and a slope parameter of -8 MeV/c. This dependence was also derived from high
energy fragmentation data. The solid line shown in Figure 2 is the result of a linear fit to the fragment data
with Z < 36. The present slope parameter of -8.8 MeV/c is in good agreement with the overall trend of the
‘pure’ fragmentation products. When individual elements are considered, the best-fit slope parameters are
greater than the overall slope, as is shown in Figure 3. Large slope parameters (-14 MeV/c through -58
MeV/c) have recently been reported for projectile-like fragments from the high energy fragmentation of
861(1'[2}, as well as other high energy data[10]. The slope parameters of the present data do not show the
significant changes seen in the high energy data. It has been suggested(2] that this could be caused by the
fact that the very neutron-rich fragments are more sensitive to the first collisional step of fragmentation than
to the second evaporative step whereas the opposite is true of the proton-rich fragments. In the intermediate
energy regime it is possible that the initial violence of the collisions is reduced and the pre-fragment is not as
excited, thus producing less dramatic changes in the slope parameter than is observed in fragmentation at
high energy, '

More interesting, the parallel momentum transfer of the charge pick-up products systematically
deviates from the high energy systematics as the number of protons gained in the reaction increases. A
simple momentum conservation model[ 1] that relies on the pick-up of protons (nearly at rest) from the target
nucleus partially explains the data. The model assumes that the projectile interacts with the target nucleons
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and, on average, picks up protons that are moving parallel to the projectile at the Fermi momentum. The
model shows that the momentum of the pick-up product is given by

where AA is the number of picked-up nucleons, p. is the fragment momentum, p, is the projectile
momentum, A, is the projectile mass, A, is the fragment mass, and Prr 1S the Fermi momentum. The
dashed lines in Figure 2 show the predictions of this model with a value of 200 MeV/c used for the Fermi
momentum. The agreement with the rubidium (Z=37) data is not good, indicating that these isotopes follow
the 'pure’ fragmentation process with little preferential proton pick-up. However, the yttrium isotopes (Z=39)
do follow the prediction relatively well, indicating that preferential proton pick-up is the primary reaction
process for these nuclei.
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Figure 2: Momentum transfer vs. mass loss (A, A, The solid line indicates the linear relationship

between momentum transfer and mass loss shown b by Nfomssey[S] A slope parameter of -8.8 MeV/c is the
best linear fit to the fragmentation products (Z < 36). The predictions for the proton pick-up products (Zz
37) are shown with dashed lines and are calculated from a momentum conservation model{1] in which
protons are preferentially picked-up from the target with a momentum oriented along the direction of the
projectile motion (a value of p,_, = 200 MeV/c was used for this calculation).
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Figure 3: The slope parameters for the individual elements. The dashed line is the best fit line of the
fragmentation isotopes (Z<36) and has a value of 12.2 MeV/c which is greater than the overall trend of the
data shown in Figure 2. The error bars are statistical.

Shown in Figure 4 are the relative total yields for the Z=33 (arsenic) through Z=39 (yttrium)
isotopes that were obtained by integrating the Gaussian fits of the parallel momentum distributions over
momentum space. The error bars shown are indicative of the statistical error only and do not include any
uncertainties due to the beam normalization. The histograms represent calculations from the intemuclear
cascade model ISApace[11]. This model is considered valid between a few hundred MeV/nucleon and one
GeV/nucleon and uses the Yariv-Fraenkel ISABEL internuclear code[12] followed with the PACE
evaporative code[13]. All the yields produced by the ISApace code were scaled with a single normalization
obtained by matching the actual yield of *Kr to the calculated yield. The relative yield and shape of the
predicted yields are in remarkable agreement with the fragmentation products (Z<36), however the yields of
the charge pick-up products are significantly greater than the ISApace predictions. This difference grows as
the number of protons acquired increases (although the shape is reproduced rather well). These comparisons
indicate that even at the transitional energy of 70 MeV/nucleon, ‘pure’ fragmentation is important while at
the same time other processes are occurring — most notably in the charge pick-up products, where the high-
energy models are not able to reproduce the experimental data.

The dotted histograms shown in Figure 4 are the predictions of the INTENSITY code[14] which
uses the high energy systematics established by Siimmerer et al.[15]). The calculations of INTENSITY were
also scaled with a normalization factor to reproduce the actual “Kr yield. The relative yields predicted by the
code are generally higher than the observed yields for the neutron-rich isotopes while underpredicting the
proton-rich isotopes. This indicates that the evaporative step of fragmentation contributes significantly to the
proton-rich side of the isotopic chains. The relative yields of the charge pick-up products are also
tremendously underpredicted as is expected for high energy reactions.
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Figure 4: The relative isotopic yields for the elements between arsenic (Z=33) and yttrium (Z=39). The
solid histograms are predictions from the intemuclear-cascade model ISApace[11] and the dotted histograms
are predictions from the INTENSITY code[14] that is based on the EPAX parameterization{15}].
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OBSERVATION OF LIFETIME EFFECTS IN TWO-PROTON CORRELATIONS FOR
WELL-CHARACTERIZED SOURCES

M.A. Lisa?, C.K. Gelbke, P Decowski®, W.G. Gong®, E. Gualtieri, S. Hannuschke, R. Lacey®, T. Li,
W.G. Lynch, G.F. Peaslee™, S. Pratt, T. choseure, A.N%, Vander Molen, G.D. Westfall, ].Yee, and
S.J. Yennello

Two-proton correlation functions at small relative momenta probe the space-time geometry of the
emitting system, because the magnitude of nuclear and Coulomb final-state interaction and
antisymmetrization effects depends on the spatial separation of the emitted particles [1-29]. The attractive
S-wave nuclear interaction leads to a pronounced maximum in the correlation function at relative
momentum ¢ = 20 MeV/c. This maximum decreases for increasing source dimensions and/or emission
time-scales. The Coulomb interaction and antisymmetrization produce a minimum at q = 0. Non-spherical
phase-space distributions, predicted for long-lived emission sources, can lead to a dependence of the two-
proton correlation function on the direction of the relative momentum [13,23]. Until now, however, such
directional dependences have not yet been observed unambiguously [16,18,21,24,25,29], possibly because
a clear characterization of emission sources was not achieved in previous experiments [29,30].

(a)

Figure 1: Schematic illustration of phase space distributions at a time t = 70 fm/c, seen by a detector at
glab = 38°, for a spherical source of radius r = 3.5 fm and hifetime t = 70 fm/c emitting protons of
momentum 250 MeV/c. Details are discussed in the text.

The problem of identifying finite-lifetime effects is illustrated in Fig. 1. The figure depicts phase
space distributions in the laboratory rest frame of protons emitted with fixed laboratory velocity vp, lab
towards the detector at qjah = 38° for a source at rest in the laboratory (part a) and for a source at rest in
the center-of-momentum system of projectile and target (vgource = 0.18c, part b). We assumed a
spherical source of 7 fm diameter and 70 fin/c lifetime emitting protons of momentum 250 MeV/c,

For emission from a source at rest, the phase space distribution of particles moving with a fixed velocity
Vp,lab = Yemit towards the detector exhibits an elongated shape [13,24,32] oriented parallel to vp Jab. A
source of lifetime t appears elongated in the direction of the proton momentum by an incremental distance
Ds = Vemit - t = Vp,lab - t. Correlation functions for relative momenta q * vp,Jab reflect a stronger Pauli-
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suppression, and hence a reduced maximum at q ~ 20 MeV/e, than those for q If vp,lab [13,23,24,32].

Cuts on the relative orientation of q and P are sensitive to the motion of the source, since the direction of
the total momentum depends on rest frame, while the direction of the relative momentum— at least in the
nonrelativistic limit— does not. Previous analyses [2,16,21,24,25] compared the shapes of correlation
functions selected by cuts on the relative angle yjap = cos'l(q-quP) between q and P =pj + p2 =
2mvp lab, Where py and p, are the laboratory momenta of the two protons and q is the momentum of
relative motion. Such analyses are optimized to detect lifetime effects of sources stationary in the
laboratory system, but they can fail to detect lifetime effects for non stationary sources. For the specific
case illustrated in Fig. 1b, the source dimensions parallel and perpendicular to Vp,lab are very similar, and
no significant differences are expected for the corresponding longitudinal and transverse correlation
functions.

For a source of known velocity, the predicted lifetime effect is detected most clearly if
longitudinal and transverse correlation functions are selected by cuts on the angle ysource = €os™
1(q'-P'Iq'P'), where the primed quantities are defined in the rest frame of the source. (In the frame of the
source, the phase space distribution is always elongated in the direction of vemj¢ . Hence, in Fig. 1b, the
source dimensions should be compared in directions parallel and perpendicular to vepjt.) Such analyses
can only be carried out for emission from well characterized sources {29].
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Figure 2: Measured fongitadinal and transverse correlation functions for protons emitted in central 30Ar
+438c collisions at E/A = 80 MeV. Details are discussed in the text.

Figure 2 shows longitudinal and transverse two-proton correlation functions for central 36Ar +
458¢ collisions at E/A = 80 MeV constructed by the singles technique [31] selected by appropriate cuts
[32] on the total transverse energy detected in the 4p Array. In a geometrical picture [33,34], the applied
cuts correspond to reduced impact parameters [34] of b/bjmax = 0 - 0.36. Lopgitudinal (solid points) and
transverse (open points) correlation functions were defined by cuts on the angle y = cos‘l(q»PIqP) = (°-
50° and 80°-90°, respectively. (The normalization constant C in Eq. 1 is independent of y.) To maximize
lifetime effects and reduce contributions from the very early stages of the reaction, the coincident proton
pairs were selected by a low-momentum cut [33] on the total laboratory momentum, P = 400-600 MeV/c.




The top panel shows correlation functions for which the angle y was defined in the center-of-momentum
frame of projectile and target (y = ysource); for central collisions of two nuclei of comparable mass, this
rest frame should be close to the rest frame of the emitting source. The bottom panel shows correlation
functions for which the angle y was defined in the laboratory frame (y = yab).

Consistent with the qualitative arguments presented in Fig. 1, a clear difference between

longitudinal and transverse correlation functions is observed for cuts on ysoyrce (top panel of Fig. 2), but
not for cuts on y|ab (bottom panel of Fig. 2). The suppression of the transverse correlation function with
respect to the longitudinal correlation function observed in the top panel in Fig. 2 is consistent with
expectations for emission from a source of finite lifetime [13,23,24,32]. The solid and dashed curves in the
top and bottom panels of Fig. 2 depict calculations for emission from a spherical Gaussian source co-
moving with the center-of-momentum frame of the projectile and target. The calculations were performed
for the radius and lifetime parameters ro = 4.7 fm and t = 25 fm/c, see also Eq. 2 below.
For a more quantitative analysis, we performed calculations assuming a simple family of sources of
lifetime t and spherically symmetric Gaussian density profiles, moving with the center-of-momentum
frame of reference. Energy and angular distributions of the emitted protons were selected by randomly
sampling the experimental yield Y(p). Specifically, the single particle emission functions [23,24] were
parametrized as

8(r.p.1) < exp(=r*[r} ~1/7)- ¥ (). @)
In Eq. 2, r, p, and t refer to the rest frame of the source. Phase-space points generated in the rest frame of
the source were Lorentz boosted into the laboratory frame, and the two-proton correlation function was
obtained by convolution with the two-proton relative wavefunction, see refs. {13,23,24] for details.
Transverse and longitudinal correlation functions were calculated for the range of parameters ry =

25-6.0fmand t = 0 ~ 150 fm/c. For each set of parameters, the agreement between calculated and
measured longitudinal and transverse correlation functions was evaluated by determining the value of cZ/n

(chi-squared per degree of freedom) in the peak region, q = 15 - 30 MeV/c. Good agreement between
calculations and data is obtained for source parameter values of roughly ro=4.5-4.8 fm and t = 20-40 fim/c.

(Comparison of the data to correlations predicted for surface emission from a spherical sphere leads to
source parameters of R=6.5-8.0 fm and t = 30-50 fm/c.) These extracted emission timescales are
qualitatively consistent with those predicted by microscopic transport calculations [22-24].
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SOURCES AND EMISSION TIME SCALES IN E/A = 50 MeV
129X e + "tCu REACTIONS

D.R. Bowman®, G.F. Peaslee?, N. Carlin®, R'T. de Souza?, C.K Gelbke, W.G. Gong®, Y.D. Kim/, M.A,
Lisa®, W.G. Lynch, L. Phair®, M.B. Tsang, C. Williams, N. Colonna', K. Hanold®, M.A, McMahan®, G.J.
Wozniak®, and L.G. Moretto®

Studies of fragment-fragment correlations have indicated fragment emission time scales < 100-
200 fm/c, consistent with fast, nonsequential breakup processes (1, 2]. In these measurements, central
collisions were selected by multiplicity cuts, but no detailed information about the sources of the fragments
was obtained. In this work we characterize the sources of fragment emission in both central and peripheral
collisions by measuring fragment velocity distributions, and experimentally determine the time scales
associated with fragment emission from these sources.

The experiment was performed using the K1200 Cyclotron at the National Superconducting
Cyclotron Laboratory at Michigan State University. A beam of 1?°Xe ions with intensity ~ 107 particles/s
impinged upon "“'Cu targets of thickness 2 mg/cm?. Intermediate mass fragments and light charged
particles were detected at angles of 16°-160° using the MSU Miniball phoswich array [3], which covered
approximately 87% of 4x. At more forward angles, 2°-16°, 16 position-sensitive Si-Si(Li)-Plastic telescopes
were placed [4]. The energy calibrations are estimated to be accurate to 1% for fragments stopped in the
Si(Li) detectors and 5-10% for fragments and particles detected with the Miniball. The position resolution
of the Si telescopes is approximately 1.5 mm in both the X and Y dimensions.

Figure 1 shows the cross sections in velocity space for Z=2 and Z=6 fragments with two different
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Figure 1: Density plots of d*s/dvdv) for Z=2 (top panels) and Z=6 (bottom panels) fragments. Distributions
gated on low (high) charged particle multiplicity, N, are shown in the left (right) panels. The limits of the (Si)
detector acceptance are indicated by the solid (dashed) lines. The arrows in the left (right) panels indicate the
beam (center-of-mass) velocity.
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gates on the total charged particle multiplicity, Nc. The limits of detector acceptance are indicated by
thé solid lines. Peripheral collisions (left hand panels) show one component centered at a parallel velocity
slightly less than that of the beam (arrows) and a second component centered at a parallel velocity slightly
larger than zero. We interpret these components as due to the decay of projectile-like (PLF) and target-like
fragments (TLF). These fragments are not completely equilibrated since the emission is preferentially
backward in the frame of the PLF, and preferentially forward in the frame of the TLF, which leads to
enhanced fragment yields at intermediate velocities. This enhancement is particularly evident for the
Z=6 fragments. Fits of such velocity distributions require emission from three (isotropic) sources: a PLF,
a TLF, and a third "nonequilibrium” source with a velocity approximately one-half of that of the beam
(nucleon-nucleon center-of-mass frame) {1, 51.

The right hand panels in Figure 1 show velocity distributions for Z=2 and Z=6 fragments gated on
high multiplicity collisions. These distributions are broad, anisotropic, and centered at approximately the
projectile-target center-of-mass velocity (arrows on right hand panels).

' In order to obtain quantitative information about the time scales of fragment emission we have
constructed two-fragment, velocity correlation functions defined as:

Y Yialvy,va) = Cl1+ R(vrea)] Y Yi(vy)Yalva),

where vy and vy are the laboratory velocities of the fragments, v,.q is the reduced relative velocity, v,.q

= (v — v3)/vZ; + Z2, and C is a normalization constant determined by requiring R(v,.q) ~ 0 at large
relative velocities where the final state interaction is small. The singles yields, Y, and Y., are taken from
the same events as the coincidence yield, Y;;. The reduced relative velocity, v,.q, is introduced to eliminate
the charge dependence of the relative fragment velocity in mixed fragment correlation functions [1]. We
have verified with Z; = Z; correlation functions that there is little dependence of v,.4 on Z for v,.4 >0.01c.

In Figure 2, we show mixed fragment correlation functions (5<Z;,Z><12) for fragments stopped
in the Si(Li) detectors. The limits of acceptance of these detectors, 2° < 6,,6, <16°, are shown by the
dashed lines in the bottom panels of Fig. 1. The top and bottom panels of this Fig. 2 show correlation
functions gated on high and low multiplicity collisions, respectively. To enhance contributions from the
projectile-like source, the low multiplicity correlation functions are also gated on a center-of-mass (CM)
velocity of the two fragments of Vou >0.8¢c. The two correlation functions exhibit dramatic differences in
shape. For Vs >0.3c there is a maximum at v,.q =0.017¢c.

Let us first consider the peripheral reactions [6]. Simulated events from a three-body trajectory
calculation [1] were generated using the experimental charge, energy, and angular distributions; sub-
sequently filtered through a software replica of the experimental apparatus; and analyzed in the same
manner as the experimental data. The caleculated correlation functions are sensitive to the space-time
extent of the emitting source. In the simulations we have fixed the source radius, Rg, at 10fm and the total
charge, mass, and velocity of the system at 54, 129, and 0.33¢, respectively, equal to the projectile charge,
mass and velocity. In the bottom panel of Fig. 2, the simulated correlation function with mean emission
times, 7, of 100, 200, and 500 fm/c are compared with the experimental data; a mean emission time of 200
fin/c gives the best agreement [7). We have performed other calculations with identical emission times and
Rs=8 and 12 fm [8]. To quantify the agreement between the simulations and the experimental data, the
reduced x* values are presented in Table 1 [9]. For any reasonable choice of radius parameter, the time
scale for emission of high velocity fragments in peripheral reactions is on the order of 200-500 fm/c.

Now let us consider the central reactions. We have not placed a gate on CM velocity due to the
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Figure 2: Experimental correlation functions for 5<%;,Z,<12 fragments as a function of the reduced relative
velocity, vreq. The top (bottom) panel corresponds to high (low) multiplicity events. The solid circles, open
circles, and open squares correspond to events gated on the indicated ranges of center-of-mass velocity of the
two fragments.

single apparent source observed in the velocity distributions (Fig. 1). For these simulations we have
chosen a source charge, mass, and velocity of 83, 193, and 0.22 ¢, respectively, corresponding to complete
fusion of projectile and target. In the top panel of Fig. 3 the experimental data for high multiplicity

Table 1: Reduced chi-squared values, x2/v, for calculated correlation functions for fragment pairs with
Veum >0.3¢ in low multiplicity collisions.

Rs (fm)

T (fm/c) 3 10 12
500! 83 145 194
200 88 82 48
100 | 76.7 495 24.8

Table 2: Reduced chi-squared values, x?/v, for calculated correlation functions in high multiplicity collisions.

Rs (fm}
7{fm/c) | 10 12 14
200 | 543 83.7 106.1
100 7.0 35 231
50 | 1774 323 3.8
047045 1475 26.6

collisions are compared with three-body trajectory calculations with Rg=12 fm and r=0, 50, 100, and 200
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Figure 3: Comparison of experimental correlation functions (solid and open points) with three-body trajectory
calculations (curves). The top panel shows results gated on high multiplicity events, the bottom panel results
gated on low multiplicity events for fragments with a center-of-mass velocity >0.3c. The curves correspond to
calculations with the indicated source radii, Rg, and mean emission times, T.

fm/c. The data show best agreement with the simulation for r=100 fm/c. In Table 2, the reduced x? values
for these simulations, along with others for identical mean emission times and Rs=10 and 14 fm [8] are
shown [9]. For any reasonable choice of radius parameter, the time scale for fragment emission in central
collisions is <100 fm/c. These time scales are consistent with those extracted for central collisions in 36 Ar
~ + '9Au reactions at E/A = 35-110 MeV [1, 21.

We have varied the source velocity and source charge parameters to investigate the uncertainties
in the results of the three-body simulations. The source velocity was varied between the nucleon-nucleon
center-of-mass velocity (0.16¢) and the beam velocity (0.33c). The source charge was varied between 0 and _
83 (complete fusion). The sensitivity of the ealculations to these parameters corresponds to an uncertainty
in mean emission time of =50 fm/c.

The fragment velocity distributions indicate emission time scales for peripheral collisions long
enough to allow the separation of the PLF and TLF, as predicted by the deep inelastic scattering and
incomplete fusion mechanisms, but shorter than the rotational time of the excited PLF. Assuming a
relative velocity equal to the beam velocity, the time required for the 12°Xe projectile to pass the "**Cu
target is 2270 fm/c. This time is a lower limit to the projectile-target separation time; any dissipation of
the entrance channel kinetic energy will give a longer separation time, The time necessary for rotation of
a '?Xe nucleus with angular momentum of J=88% [10] is approximately 700 fm/c (smaller values of J will
lead to correspondingly longer rotational times). As expected, the emission time of 200-500 fm/c extracted
for high velocity fragments in peripheral collsions falls between the PLF-TLF separation time and the PLF
rotational time. _

The emission time scale of of <100 fm/c extracted for central collisions iz similar to the separation
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time of the PLF and TLF calculated above. This short time scale precludes PLF/TLF mechanisms such as
deep inelastic scattering or incomplete fusion and accounts for the single apparent source in the observed
velocity distributions.

In summary, we have compared fragment velocity distributions and fragment- fragment correla-
tion functions for the '?Xe + "*%Cu reaction at E/A = 50 MeV. In peripheral collisions a projectile-like
source exists which decays on a time scale long enough to allow separation from a target -like fragment,
but of insufficient lifetime to allow complete equilibrium, Central collisions are characterized by broad,
anisotropic velocity distributions and decay times too short to allow a separation of sources.
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. The distributions shown in Fig. 2 select peripheral collisions that are on average slightly more
violent (< N, >= 13) than the events leading to Z=2 (< N, >= 10) or Z=6 (< N, >= 11.5) emission
shown in Fig. 1. The velocity distributions gated on two-fragment events are qualitatively similar to
those shown in Fig. 1. For central collisions, all of the distributions shown in Figs. 1 and 2 select
events with approximately the same average multiplicity (< N, >~ 22),

7. The theoretical and experimental correlation functions were normalized in the region v,.q >0.022¢.
8. For orientation, the distances between the centers of a 12C fragment and the residues corresponding
to a '?°Xe source (projectile) and a '3Bi source (complete fusion), are 8.8 and 9.7 fm, respectively.

9. The reduced chi-squared values were determined from the ascending portions of the correlation
functions, 0.01c<v,,s <0.020 for high multiplicity events, and 0.008¢ < v,.a < 0.015¢ for low
multiplicity events.

10. The maximum angular momentum a '?*Xe nucleus can sustain with a nonzero fission barrier is 88 h.

R L TS

14




AZIMUTHAL CORRELATIONS AS A TEST FOR CENTRALITY IN
HEAVY-ION COLLISIONS

L. Phair®, D.R. Bowman®, C.K. Gelbke, W.G. Gong®, Y.D. Kim®, M.A. Lisa*, W.G. Lynch, G.F. Peaslee?,
R.T. de Souza®, M.B. Tsang and F. Zhu'

Intermediate-energy nucleus-nucleus collisions may produce finite nuclear systems at tempera-
tures and densities commensurate with a liquid-gas phase transition in infinite nuclear matter. Cal-
culations indicate that many promising signatures are strongly influenced by the impact parameter[1].
Such dependencies are difficult to unravel in inclusive experiments because of the averaging over the
impact parameter. Better comparison between experiment and theory can be made when one focuses on
exclusive measurements where reaction filters are used to select narrow ranges of impact parameter. For
studies addressing the thermodynamic properties of nuclear matter, the selection of central collisions is of
particular interest since reaction zones formed in central collisions promise to reach the largest degree of
equilibration.

Azimuthal correlations of particles emitted in collisions between '°"Au target nuclei and 2° Ar
projectiles at E/A=35, 50, 80 and 110 MeV have been measured with the MSU Miniballl2l. We have
tested various impact parameter filters by their ability to suppress the collective motion measured by the
azimuthal correlations. |

For this analysis the following quantities have been used to select the magnitude of the impact
parameter:

(i) The charged-particle multiplicity, N¢, includes all charged particles detected.

(ii) The total transverse kinetic energy of identified particles is

Et=2.'(p—i§i;];"fi)'2" (1)

where p;, m; and 0; denote the momentum, mass and pelar emission angle of particle : with respect to the
beam axis.

(iii) The mid-rapidity charge, Z,, is defined [3] as the summed charge of all identified particles of
rapidity y (measured in the center of mass frame) with 0.75%:rget < ¥ < 0.75proj ectite.

In order to construct an approximate impact parameter scale, we followed the geometric pre-
scription [4] utilized previously [5]. For each of the quantities N¢, F; and Z, we assume a monotonic
relationship to the impact parameter and define the reduced impact parameter scale

0 = ([ %’—)dr)m, @)

max

o

where X = N¢, E; and Z,; dP(X)/dX is the normalized probability distribution for the measured quantity
X and byne, is the maximum impact parameter for which particles were detected in the Miniball (N¢ > 2).
The reduced impact parameter scale b ranges from § = 1 for glancing collisions to b = 0 for head-on
collisions.
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Figure 1: Azimuthal correlation functions for He nuclei emitted in 26Ar+197Au collisions at E/A=50 MeV.

Panels from left to right show the data selected by cuts on reduced impact parameters 520.8, 0.6, 0.4 and <0.2,
respectively; the actual cuts on charged particle multiplicity N¢ are indicated in the figure. The circles show
the approximate geometrical overlap between target and projectile for the different cuts in Ng.

In order to quantify the selection of collisions with small impact parameters, we explored the

azimuthal correlations between emitted alpha particles. The azimuthal correlation function is defined by

the ratio
Y(Aé)

F@ad)), ;= C+ Aol ®)

where Y (A¢) is the coincidence yield of two (identical) particles emitted with relative azimuthal angle A¢
at a polar angle ¢ and in collisions selected by a specified cut on reduced impact parameter b; Y/(A¢) is
the background yield constructed by mixing particle yields from different coincidence events, but selected
by identical cuts on the reduced impact parameter; C is a normalization constant such that the average
value of the correlation 1+ R(A¢) is one.

For truly central collisions, a reaction plane is undefined and the azimuthal distribution of emitted
particles must be symmetric about the beam axis. If the azimuthal correlations between two emitted
particles reflect their single-particle emission patterns, the azimuthal correlation function must become
flat for central collisions. For peripheral collisions transverse-flow effects or other ordered motion in the
reaction plane can cause large anisotropies in the azimuthal correlations. Figure 1 shows azimuthal
correlation functions for He nuclei emitted in 2Ar+197Au collisions at E/A = 50 MeV. Different panels
of the figure show results for different cuts on the charged-particle multiplicity No. For each panel,
the overlapping circles present a simple geometric picture of the collision geometry deduced by means of
equation (2). At large impact parameters, i.e. low values of N, the correlation functions show a strong
preference of emission at relative azimuthal angles of A¢ ~ 0° and 180°, characteristic of preferential
emission in the reaction plane. At larger values of N¢, the azimuthal correlation functions become more
isotropic,

In order to allow a more compact presentation of the main features of the observed azimuthal
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Figure 2: Reduced-impact-parameter dependence of the coefficients M1 and Az used to fit the measured azimuthal
correlation functions of He-nuclei emitted in 3Ar+%7Au collisions at E/A=50 MeV. Results from different
impact parameters filters are shown by the different symbols indicated in the figure.

correlation functions, we have fit them by functions of the form
1+ A1 cos(Ad) + Az cos(2A4), (4)

where A, and A; are treated as free parameters. Large values of ), may be associated with collective
motion resembling a rotation. Positive (negative) values of ), indicate preferential emission of the particle
pair to the same side (opposite sides) of the beam. Positive values of \; can come from large final-state
interactions (e.g. the decay of *Be— 2a) or, alternatively, from directed sideward flow. Negative values of
A1 (preferred emission on opposite sides of the beam) may reflect phase-space constrains for small systems
due to momentum conservation. For isotropic distributions X; = A; = 0.

Figure 2 summarizes the parameters ), and A, extracted as a function of reduced impact parameter
b constructed from N, E; and Zy. These impact parameter filters select, as expected [5], classes of events
characterized by very similar azimuthal distributions. For all filters, )\, decreases as a function of
decreasing reduced impact parameter. Indeed, A; — 0 as b— 0 with rather good accuracy, indicating that
small reduced impact parameters do select near-central collisions for which R(A¢) = 0 by necessity. In the
lower panel }, is nearly zero for reduced impact parameters b < 4.For larger b, A, assumes small positive
values. These can arise from the sequential decay of the particle unstable nucleus 3Be.

As determined from the shape of azimuthal correlation functions, the three impact parameter scales
provide equivalent event selection. Only for the most peripheral reactions, do some slight differences exist.
Small discrepancies between different impact parameter filters for peripheral collisions are not surprising
since the determination of large impact parameters must be associated with relatively large statistical
and systematic uncertainties. The present findings are qualitatively consistent with the results of ref [51.
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THE ONSET OF NUCLEAR VAPORIZATION

M.B. Tsang, W.C, Hsi, W.G. Lynch, D.R. Bowman, C.K. Gelbke, M.A. Lisa, G.F. Peaslee, G.J. Kunde®,
M.L. Begemann-Blaich’, T. Hofmann®, J. Hubele®, J. Kempter®, P. Kreutz®, W.D. Kunze®, V. Lindenstruth®, U.
Lynen®, M. Mang®, W.F.J. Miiller*, M. Neumann®, B. Ocker®, C.A. Ogilvie®, J. Pochodzalla®, F. Rosenberger®,
H. Sann', A. Schiittauf’, V. Serfling®, W. Trautmann®, A. Tucholski", A. W6mer*, B, Zwieglinski®; the LAND

Collaboration®, G. Raciti’, G. Imme", R. J. Charity®, L.G. Sobotka®, I. Iori®, A. Moroni®, R. Scardoni®, A.
Ferrero®, L. Stuttge®, A. Cosmo®, and G. Peilert'

To investigate the evolution from multifragmentation towards vaporization for central 197Au+197Au
collisions, thin 3 and 5 mg/cm2 197 Au targets were bombarded with 197 Au ions of E/A= 100, 250 and 400
MeV at the SIS facility at GSI. Three distinct detection arrays were combined in this experiment to provide a
4x multifragment detection capability well suited to the kinematical conditions of symmetric 197 Au+197Au
collisions. At polar angles of 14.5° < 4, < 160°, charged particles were detected in 215 plastic scintillator -
CsI(T1) phoswich detectors of the Miniball/Miniwall Array[1]. Intermediate mass fragments (IMF's: Z=3-30)
that penetrated the plastic-scintillator foils of the phoswich detectors were distinguished from light particles (Z
< 2); particles were further identified by element for Z<10 and isotopically for Z=1. For 25° <Oy, < 160°,

4 mg/cm2 plastic scintillator foils were used; the thresholds for particle identification in these detectors were
Epn/A ~2 MeV (3 MeV) for Z=3 (Z=10) particles, respectively. For 14.5° < G,< 25°, 8 mg/an2 plastic
foils were used; the corresponding thresholds were Egy/A ~ 2.5 MeV ( 4.5 MeV) for Z=3 (Z=10) particles,
respectively. (Lower energy particles were detected in these detectors, but not identified.) Beam rapidity
fragments with 2 <7 <79, were detected with the Aladin spectrometer system({2], which covered 18y, I< 10°
in the horizontal (bend) plane and 18y, I< 5° in the vertical plane. IMF's emitted to angles between the Aladin
spectrometer and the Miniball/Miniwall were detected in 84 elemenis of a Si-CsI(T1) array, each consisting of
300 p thick Si and 6 cm thick CsKTI) detectors, with representative thresholds of Eth/A ~ 7.5 MeV (14.5
MeV) for Z=3 (Z=10) particles, respectively. High energy Lithium ions (E/A 2 180 MeV) which punched
through the CsI(TI) crystals were not counted as IMF's because such ions could not be accurately
distinguished from light particles(3].

The transition from multifragmentation to vaporization is manifested in the incident energy and impact
parameter dependence of the IMF multiplicities. Fig. 1 shows the correlation between <Np\E>, the mean
IMF multiplicity measured in the combined arrays, and N, the total charge particle multiplicity detected in
the Miniball/Miniwall, for the three incident energies. This dependence of <Npp> upon Nc is largely a
reflection of the dependence of both quantities upon the impact parameter. To unfold this dependence and
allow quantitative comparisons with fragmentation models, we have assumed a monotonic dependence of the
charged particle multiplicity N¢ upon the impact parameter [4],

1/2
A b I;
b=b—=[ J’ch-P(NC)} , m
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to assign a mean "reduced" impact parameler, 3 to each data point in Fig. 1. Here, P(N¢) is the probability
distribution for the charged particle multiplicity for N > 4, and bmax is the mean impact parameter with
Nc¢=4. :

12"'I"'I"'l"'l"
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Figure 1: Correlation between <Np\p>, the mean fragment multiplicity, and N¢, the multiplicity of charged particles
detected in the Miniball/Miniwall, for 197Au+197Au collisions at E/A = 100, 250, 400 MeV.
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Figure 2: The measured impact parameter dependence of the mean fragment multiplicity is shown by the solid points,
The solid lines depict the QMD calculations after filtering through the experimental acceptance. (QMD calculations
are not presently available at E/A=250 MeV .) The open circles depict the predictions of the QMD-SSM models, The
dashed lines depict the QMD-SSM hybrid model calculations after filtering through the experimental acceptance. The
impact parameter scales are defined such that b = 1.0 when b = 11.1 fin for E/A=100 MeV and b = 1.0 when
b=11.8 fm for E/A= 400 MeV.
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Fig. 2 shows the mean IMF multiplicities as a function of b. At E/A=100 MeV, <Npyp> is larger
for small impact parameters than for large impact parameters, consistent with increased fragment production
for collisions with increased compression and increased excitation energy. The mean multiplicity, <Npyp> =
9-10, for central collisions is about 50% larger than the largest multiplicities previously observed[s,7].
Contrary to the impact parameter dependence observed at EfA = 100 MeV and the incident energy dependence
observed at lower incident energies[7], however, the fragment multiplicities in central collisions do not increase
with incident energy. Instead, a marked decrease in the fragment muliiplicities is observed, consistent with the
onset of vaporization in nuclear systems that are expanding too rapidly and are too highly excited to produce
significant numbers of fragments. This trend is most striking at the highest incident energy, E/A=400 MeV,
where multifragmentation is strongly suppressed for central collisions. For the more weakly excited systems
produced in more pen;pheral collisions, multifragmentation persists and large fragment multiplicities, e.g.
<NIMF> =5-6 for b=0.67 and Ef/A=400 MeV, are observed.

Over much of the incident energy domain spanned in this letter, both mulifragmentation and collective
flow have been successfully modeled for central collisions via microscopic molecular dynamics models{8-10].
It is interesting to explore whether such models can also describe the observed decline of multifragmentation
for central collisions, The solid lines in Fig. 2 are the IMF multiplicities predicted by the microscopic quantum -
molecular dynamics (QMD) model of ref. [10]. After filtering through the experimental acceptance, the QMD
model predicts significantly enhanced fragment multiplicities for central collisions at E/A = 100 MeV; these
may be due to compression/rarefaction cycles traversed by the system during small impact parameter
collisions{10.] It also predict a shift in the peaks of the fragment multiplicity distributions from small impact
parameters at low energies to larger impact parameters at higher energies. The QMD calculations, however,
significantly underpredict the measured peak IMF multiplicity at each incident energy, and strongly
underestimate the shift in the peak fragment multiplicity with impact parameter.,

Similar failures of QMD calculations to reproduce large IMF multiplicities observed at lower incident
energies{7,6,11] and large impact parameters [12] have been attributed to an inadequate treatment of statistical -
fluctuations that lead to the statistical decay of highly excited reaction residues{11]. Such residues are also
produced at b 2 4 fm in the present QMD simulations , and decay primarily by nucleon emission, not by
Jfragment emission as predicted by statistical models[13]. The suppression of statistical fragment emission in
QMD calculations is not fully understood, but it may be related to the classical heat capacities(11,14,15], the
suppression of Fermi motion(11] and the neglect of quantum fluctuations within the hot residual nuclei as they
are calculated within the QMD models.

To illustrate such statistical decay effects, we have taken the masses and excitation energies of bound
fragments produced in the QMD caiculations as the initial conditions for statistical model calculations. For
these latter calculations, the decays of bound fragments were calculated via the statistical multifragmentation
(SSM) model of ref. [17] which contains a "cracking" phase transition at low density. Input excitation _
energies and masses for the SSM model calculations were taken from the QMD calculations at an elapsed
reaction time of 200 fim/c.

The dashed lines show the QMD-SSM prediction after the efficiency corrections for the experimental
apparatus were applied. Including statistical decay increases the calculated peak fragment multiplicities at
E/A=400 MeV to values comparable to the peak multiplicities calculated for central collisions at EfA=100
MeV. It also moves the peak fragment multiplicities to larger impact parameters, consistent with experimental
observations. In central collisions, however, correcting for the sequential decay of hot intermediate mass
fragments in the QMD-SSM hybrid modet reduces the calculated fragment multiplicities significantly below
the experimental values. This reduction becomes even more evident when such effects are calculated with the
QMD-SSM model at E/A=100 MeV, see Fig. 2a. For such collisions, IMF's are either produced in insufficient
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quantities by the QMD calculations or are too highly excited to survive the SSM statistical decay stage in
numbers consistent with the experimental observations.

In summary, we have investigated 197 Au+197 Au collisions at E/A=100, 250 and 400 MeV with a
large dynamic range 4% multifragment detection array. For central collisions at E/A=100 MeV, an average
number of 10 intermediate mass fragments were detected, about 50% larger than the largest fragment
muttiplicities previousty observed. The onset of nuclear vaporization with incident energy is observed; the
IMF multiplicity is reduced to about 2 for central collisions at E/A=400 MeV and the peak IMF multiplicity is
shifted to larger impact parameters. Interpretations of these multifragment decay configurations via
microscopic molecular dynamics models generally underestimate the fragment yields and predict an incorrect
impact parameter dependence for the IMF multiplicity at the highest incident energy. An improved description
of peripheral collisions at the highest incident energy can be achieved by including the statistical decay of
bound residues produced in the molecular dynamics simulations. Including such effects, however, worsens the
agreement for central collisions.
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Recent experimental and theoretical evidence suggests a significant collective expansion [1-4]
ocurring in heavy ion collision at intermediate energy, but little has been published to quantify the
resulting collective radial flow. To investigate collective expansion in Au+Au collisions at E/A=100
MeV, thin 197Au targets of 3 and 5 mg/cm? arcal density were bombarded at the SIS facility of GSI
by 197 Au ions of E/A= 100 and 400 MeV incident energy. Charged particles emitted to 01ap = 14°-
160° were detected in 215 plastic scintillator-CsI(TI) phoswich detectors of the Miniball/Miniwall/
4r Array [5]. Details of the experimental setup can be found in Ref. 6. Energy calibrations for Z=1
to 10 particles, accurate to 10%, were obtained by combining the "punch through" points measured
in this experiment with detailed detector response functions measured at the NSCL K 1200 Cyclotron
of Michigan State University [7].

Radial flow effects should be enhanced for central collisions [8] selected. Assuming the
charged particle multiplicity decreases monotonically with impact parameter, a "reduced” impact
parameter, b =b/bp, ax» was determined following refs. [9,10]; here, byyax was defined by
<NC(bmax)> = 4. Laboratory energy spectra for Boron fragments emiited in near central collisions
(b < 0.33) are shown in Fig. 1; they display exponential slopes that become steeper with scattering
angle. Such behavior is expected for symmetric systems due to their large center-of-mass (CM)
velocity. Insufficient damping of the incident collective linear momenta of projectile and target due
to transparency [10] or contributions from non-central collisions can result in additional elongations
of the momentum distributions parallel to the beam axis. Such effects are well known, and can be well
described at lower incident energies by a superposition of three isotropically emitting thermal sources
corresponding to the decay of the participant region in addition to the decay of projectile- and target-
like spectator nuclei [11,12].

The solid lines in the upper panel in Fig. 1 indicate best fits to the energy spectra assuming
three relativistic Maxwellian distributions [13],

drp) 3 dP(®) dPp _ 2mdg, 3 aP;
0 = Vi V)t AR 1
a2 aka ~ apaa P V10T 2ni=22dEdQ(p @v) o

where E and p denote the kinetic energy and momentum of the emitted particle; Y i denotes the
velocity and Vi the effective Coulomb barrier of the ith source; ¢R denotes the azimuthal angle of

.

the reaction plane [14]. Here p

L_(p,0,V.) is defined in the rest frame of the source (V, = 0)
E dQ i i

by

dP. 2 E-V.
—23% = . — 2 _ 2 - - 2 4 - 1
10 .0 ’Vi) =a; G(E Vi)(E + mc Vi )J(E + mc Vi) m-c cxp( T } 2)
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dP, - :
i - . . . .
and 7E dQ (p,Vi ’Vi) is obtained from Eq. 2 by Lorentz transformation. In Eq. 2, a; is a

normalization constant, Ti is the temperature of the Maxwellian source, and G(E _Vi) is the unit

step function. The mass m was taken to be that of the most abundant natural isotope, e.g. A=11 for
Boron. Because of symmetry, we required in the CM frame \73 =~ V2, a3 = ay, and T3 = T2. The
fit parameters are given in Table 1. The transverse velocity for the spectator sources (i=2,3) were
determined from fits to triple differential cross sections measured with respect to the reaction plane
[15]. Reasonable variations of this velocity component influence little the parameters of the
participant source.
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Figure 1: Comparisons of the energy spectra for Boron fragments emitted to Quap=28°, 35.5°, 45°, 57.5°, 72.5°, 9¢°
and 110° (solid points) with corresponding moving source fits. Upper Panel: The solid lines correspond to fits
obtained with Eq.1 and no radial expansion. Lower panel: The solid lines correspond to fits obtained with Eqs. 1 and
4, incorporating a radial expansion. The dashed lines in both panels correspond to the respective contributions from
the participant sources alone.

Table 1. Parameters for three source fits. (Note: Fits 1 and 2 are without and with expansion, respectively, and the
units for a; , T; and V; are MeV-2-3 - sr~1), MeV, and MeV, respectively.)

Fit Source CH Tj vy ifC Vzif Vi bexp
1 1 9.2x10-11 73. 0 0 35. 0
2 3.2x10-t1 49.5 0.02 0.1 13. 0

2 1 1.1x10-9 13. 0 0 0 0.16
2 3,7x10-11 59. 0.02 0.1 13. 0
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To determine whether the discrepancy between fitted and measured spectra in the upper panel
of Fig. 1 can be explained by a collective radial flow, a self similar radial expansion,

V(F) = CPopt / Rg, of the spherical participant source (i=1 in Eq. 1) was assumed which attains its
maximum velocity cﬁup at the surface r = Rg. The velocities of individual particles were assumed to
be thermally distributed about the local radial expansion velocity with temperature T;. Coulomb
expansion after breakup was modeled in the timit of large ﬁexp, i.e. particles with charge Zf, emitted _
from a source with charge Zg, were aasumed to gain the kinetic energy

AEq (N=2Z i (Z,-2 7 )e?r? [ R3, without changing their direction. In the CM frame one obtains

R
dp. 3 s dP .
1 _ 2 ’ 1 =7 = ’
= redr|dQ |dE V@®,0 —E+AE @

where the direction of the particle's momentum is assumed to be unchanged. The total energy
spectrum is obtained by inserting Eq. 4 into Eq.1 as the participant source.
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Figure 2: Left Panel: The open points correspond to best fit values for the radial expansion velocities as a function of
the fragment charge. The solid points are the corresponding vailues obtained when T is constrained to be 15 MeV.
Right Panel: The solid points depict the dependence of the mean radial collective energy (E) extracted from the fits
upon the fragment charge. The mass of the most abundant stable isotope is used.

Energy spectra for Zf = 2 - 6 have been fitted using Eq. 4 and a non-zero radial expansion.
Best fits, assuming Zg = 118 and RS = 10 fm, are shown by the solid lines in the lower panel of Fig.
1; they accurately follow the curvature in the energy spectra at 28° < qqap < 57.5° where the
participant source dominates. Extracted values for f’exp are not very sensitive to the spectral
temperature Ty. They change by about +£10% as T{ varies over the range 5 MeV < T £ 20 MeV
over which reasonable fits were obtained. Values of Bexp, extracted for different values of Zg , are
shown in the left panel of Fig. 2; they are similar when Ty is varied freely (open points) or is held
fixed (solid points) at T1 = 15 MeV, Somewhat smaller radial expansion velocities are observed for
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heavier fragments. Values for Bexp are not significantly changed by making a more restrictive gate,
b < 0.16, on the impact parameter.

Since ﬁexp and the Coulomb expansion dynamics have a similar influence on the energy
spectra, there is a 3% variation in Bexp with the breakup density over the interval r = 0.1-0.3r,.
This latter sensmvny is largely absen in the mean total radial collective energy defined by
( ,.) 3 (' exp + 2 f(Z =-Z )e shown as the solid points in the right panel of Fig. 2. A
linear increase m E ) with mass (cf'narge) is observed for Zf < 4, consistent with a uniform
participation of these lighter fragments in the radial expansion. Heavier fragments with Zf > 5 do not
follow this trend as clearly.

In summary, energy spectra for IMF's produced in central Au+Au collisions at E/A = 100
MeV indicate a radial collective expansion at breakup. Values ranging from E /A = 10-15 MeV,
extracted for the radial expansion energy decrease somewhat with the fragment charge.
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DETECTING MULTIFRAGMENT DISINTEGRATION OF NON-SPHERICAL
BREAKUP GEOMETRIES

T. Glasmacher, C.K. Gelbke and S. Pratt

Microscopic calculations based upon the Boltzmann-Uehling-Uhlenbeck (BUU) transport
theory predict [1-4] that ring-, disk- or bubble shaped nuclear configurations may be produced in the
aftermath of central collisions between two heavy nuclei at suitably chosen incident energies. These
structures are expected to undergo multifragment disintegrations. For example, formation and
multifragment breakup of ring-shaped density distributions were predicted [2] for central (b/lbmax <
0.2) Nb + Nb collisions at incident energies between E/A = 50 and 80 MeV. The existence of such
configurations has not yet been confirmed by experimental observation.

We suggest that information about the breakup geometry may be derived from fragment-
fragment correlation functions, which depend on the relative location of the emitted particles.
Multifragment disintegrations were simulated for spherical, disk- and ring-shaped source geometries
by calculating the multibody Coulomb final state interactions between fragments emitted from
schematic sources. The simulations are described in detail in ref. [5].
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Figure 1: Comparison of angle-integrated two-fragment (3 < Z < 20) correlation functions for three different breakup
geometries.

Two fragment correlation functions 1+R(vred) were defined as

Eyz(pppz)

, (1}
ZYb(Psz)

1+R(v,,)=C-

where Ya(p1,p3) is the calculated two-particle coincidence yield; Yy(p;,p2) is the background yield
obtained by event mixing, i.e. by taking particles 1 and 2 from different events; and vred is the
"reduced” relative velocity,

27



1.25

I T I FT ] 1 I i T I | I T I | i 1 T

(a) Sphere

1.00

0.75

0.50

0.25

Illllillllllllllllllllll

Llll||||[ll||l||ifl

1.00

0.75

0.50

1 + R(vred)

0.25

'IIIl||||||||li|llTI|lIIl
I[ll||[l|||l|lll|ll

®
%
o’

1.00 |~

0.75

0.50 O parallel

@® transverse

0.25

— all directions

lIIIIIIIIITIII|IITIIl[l

Illllltlllllll|l[i

000 ||}|||11||||||||||
0.00 0.01 0.02 0.03 0.04 0.05

Vred/c

Figure 2: Parallel (1V,, - 212 0.75, open circles), transverse (19 - 21< 0.25, filled circles), and angle-integrated
two-fragment correlation functions (solid line) for (a) spherical, (b) toroidal and (c) disk-shaped breakup geometries
constructed from light intermediate mass fragments,(3 < Z < 8) selected by a cut on the direction of the total
momentum of the fragment pairs corresponding to IP-ZI2> 0.75. The statistical error bars are smaller than the
symbols.
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v

Vg = e (2)
ﬂ/Z, +Z,

which accounts for the scaling of the correlation function for different types of fragments. In eq. (1),
the sums extend over all particle momenta corresponding to a given bin of vred and to other specified
cuts - for example the direction of vred or the magnitude and direction of the total momentum
P=p;+p2. The normalization constant C is determined by the normalization condition <R(Vred)> 0
where the average is taken over the interval 0.04 ¢ < vped < 0.05 c.

Correlation functions calculated for the three different break-up geometries, but

unconstrained by directional cuts, are presented in fig. 1. As expected, these correlation functions
exhibit little sensitivity to the shape of the emitting system. In our particular example, the ring and
disk-shaped configurations are less compact than the spherical configuration. For these less compact
systems, the average distance between emitted particles is larger, and the average Coulomb interaction
between the emerging particles is reduced. As a consequence, the minimum of the correlation
functions at vred = 0 is slightly narrower. However, the overall shapes of the correlation functions are
very similar. Since the width of the minimum at vreq = 0 depends on the (unknown) size of the
emitting system, a distinction of different source shapes by means of such angle integrated correlation
functions would be virtually impossible.
Directional dependences of two-fragment correlation functions might provide information about non-
spherical breakup configurations. Such directional dependences originate from the Coulomb
interaction which acts along the relative coordinate of the two detected particles. These dependences
are shown in fig. 2. The directional cuts applied in the evaluation of the correlation functions were
defined in terms of the angle between the relative fragment velocity ( V=V, /|vre]|) and the
symmetry (Z) axis. Parallel (I¥ i - 212 0.75) and transverse (I, -ZI< 0.25) correlation functions are
sensitive to the source geometry. Only lighter fragments (3 < Z < 8) were used in this analysis, and
emission along the symmetry axis was enhanced by the cut |P-#2> 0.75, where P = P/|P| is the unit
vector along the direction of the total momentum, P = p; + po, of the two detected fragments. For
spherical sources of negligible lifetime, parallel and transverse correlation functions are, as expected,
very similar, see Fig. 2a. (Some minor differences may be caused by final-state interactions with other
particles.} Ring- and disk-shaped distributions, on the other hand, produce rather different parallel
and transverse correlation functions, an effect which can be measured without much difficulty. This
qualitative difference is sensitive to the shape of the source. It allows a clear distinction of spherical
sources from ring- and disk-shaped sources, but it does not provide a distinction between ring- and
disk-shaped geometries. Such more subtle differences in source geometries appear to be very difficult
to establish by experimental observation.
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FRAGMENT-FRAGMENT CORRELATION FUNCTIONS WITH DIRECTIONAL
EMISSION CUTS FOR CENTRAL 36Ar+197Au REACTIONS AT E/A=50 MeV

T. Glasmacher, L. Phair?, D.R. Bowmanb, C.K. Gelbke, W.G. Gong?, Y.D. Kim®, M.A. Lisad,
W.G. Lynch, G.F. Peasleed, R.T. de Souza®, M.B. Tsang, and F. Zhuf

The emission of intermediate mass fragments (IMF) has been established as a decay mecha-
nism of excited nuclear matter at high {1] and intermediate bombarding energies [2]. Some statistical
treatments [3] are based upon the assumption of a nearly instantaneous fragmentation of an excited
nuclear system at low density. Other models are based upon the assumption of a sequential decay
mechanism from a hot and possibly expanding nuclear system undergoing equilibration between the
individual binary disintegration steps [4]. Measurements of source dimensions and emission time
scales can help determine which of these two extreme scenarios (if any) may be more realistic for the
description of multifragment disintegrations. Two-fragment correlations are sensitive to the space-
time extend of the emitting source and can provide such information. They can be treated in terms of
classical Coulomb trajectory calculations since the deBroglie wavelengths of the emitted particles are
short and since final-state interactions are dominated by the long-range Coulomb interaction [5].
Most analyses of two-fragment correlation functions employed correlation functions integrated over
all angles between the total and relative momentum vectors of the emitted fragments (compatible with
a given detector acceptance) [5-11]. Such "angle-integrated” correlation functions cannot resolve
certain ambiguities between source size and lifetime. Since fragment emission is believed to be
enhanced if the systems can expand to subnormal density, the size of the fragment emitting source is
unknown. Hence, the extracted lifetimes depend upon the assumed source size. In this paper, we will
show that studies of longitudinal and transverse correlation functions may help reduce such
ambiguities and we apply this technique to a reinvestigation of two-fragment correlation functions
measured for the reaction 36Ar + 197Au at E/A = 50 MeV. A detailed description of the experiment
can be found in ref. [12].

Near-central collisions of 36Ar + 197Au at a beam energy of E/A = 50 MeV were selected by
cuts on the observed charged particle multiplicity, Nc = 19. This centrality cut corresponds to a re-
duced impact parameter of b/byax < 0.3, and it represents less than 10% of the reaction cross section.
The average multiplicity of detected intermediate mass fragments in these central collisions was close
to two. Fragments emitted below the Coulomb barrier (Ejgp/A < 6 MeV) were excluded from this
analysis.

Small angle correlation functions, 1+R(vreg), wWere constructed for pairs of intermediate mass
fragments (4 < Zpqr £ 9), detected at angles between 16° < @y, < 40° in the laboratory frame. The
correlation function was defined as

> Y12(p1,p2)

szack (P1:p2) ’

where Yi12(p1.p2) is the measured coincidence yield and Ypack(pi1,p2) is the "background yield"”
constructed via the event mixing technique. In eq. (1), p1 and p2 denote the laboratory momenta of
the fragments 1 and 2, and veq is the relative velocity of the particle pair defined as

P/ _P
_ Y m, m,

WEAE T ®

1+R(vq)=C (n
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Longitudinal and transverse cuts were defined by Yiong = 0°-50° and Yrans = 80°-90°, respec-

tively. The angle W = cos ! [IP".vegl/(P' Veq)] is defined as the angle between the reduced relative ve-
locity vector, Vreq, and the total momentum vector, P’ = p + p5, of the coincident fragment pair, de-

fined the rest frame of an assumed source moving with a fixed velocity vy parallel to the beam axis.
Experimental correlation functions are shown in fig. 1. For simplicity, the directional cuts were

defined close to the center-of-mass frame, vy = 0.04c. The longitudinal correlation function (open

squares) exhibits a substantial change in shape and height at larger reduced velocities, vieg/c =~ 0.02 -

0.05, compared to the angle integrated (solid circles) and transverse (open diamonds) correlation
functions.
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Figure 1: Measured angle-integrated fragment-fragment correlation functions for charges (4 < Zpp < 9) emitted in
central 36Ar + 197Au collisions (b/bmax = 0.3) at E/A = 50 MeV. The correlation functions are shown for frag-
ments detected at forward angles (16° £ 0151 < 40°). Energy thresholds of Eg, > 6 MeV/A are applied to each frag-
ment in the laboratory frame. Angle-integrated correlation functions (Yong = 0° - 90°) are shown in solid circles.
Longitudinal (squares) and transverse {diamonds) correlation functions correspond to WYiong = 0° - 40° and Yirans = 80° -
90° measured in a rest frame of velocity vy =0.04c.

To extract size and lifetime parameters of emission sources consistent with the experimentally
observed correlation functions, we simulated the final state interactions between the emitted fragments
in terms of many-body trajectory calculations. For this purpose, the intermediate mass fragments were
assumed 1o be sequentially emitted from the surface a sphericat source and their final momenta under
their mutual Coulomb interaction were calculated by numerically integrating Newion's equations of
motion. Charge, energy and angular distributions of the emitted fragments (4 £ ZiMF < 9) were
selected by randomly sampling the experimental yields. A detailed description of the simulations can
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be found in ref. [13]. These events were filtered for the geometrical acceptance, granularity, and
energy thresholds of the MSU Miniball. The simulated and filtered events were then treated in exactly
the same way as the measured data, and correlation functions were constructed as described above.

Two-fragment correlation functions are sensitive to the strength of the final-state Coulomb
interaction between the emitted fragments and also to the strength of the Coulomb interaction between
emitted fragments and the residual source [5]. Details of these final-state interactions depend on the
source size and on the time-scale of fragment emission. In general, the correlations are reduced (i.e.
the width of the minimum in the correlation function at vred = 0 becomes smaller) when the average
separation between the emitted fragments becomes larger, as is the case for emission from larger
sources or at larger time-intervals. While angle-integrated two-fragment correlation functions are
sensitive to the space-time characteristics of the emitting system, they are poorly fit to distinguish
between emission from larger, but short-lived sources as opposed to emission from small, but longer-
lived sources. This ambiguity is illustrated more clearly in fig. 2. Four different combinations of
radius and lifetime, ranging from (Rg, 1) = (10 fm, 10 fm/c) to (Rs, ©) = (5.5 fm, 100 fm/c), predict
virtually indistinguishable angle-integrated two-fragment correlation functions. Hence, for the present
source parametrization, the accuracy of lifetime determination is limited by uncertainties of the source
radius. In spite of this ambiguity, the measured correlation function indicates a short emission time
scale, T < 100 fm/c, for all reasonable source dimensions, thus corroborating the conclusions reached
by previous analyses (5-8,10] of multifragment emission processes at comparable energies.
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Figure 2: Angle-integrated correlation functions simulated via many-body Coulomb trajectory calculations for differ-
ent combinations of source lifetimes T and radii Rg (lines) are virtually indistinguishable. The measured correlation

function is shown in by solid points. The simulations are filtered for acceptance, detector granularity, and energy
thresholds.
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The space-time ambiguity can be reduced by employing directional cuts in the construction
of the two-fragment correlation function which are more sensitive to the mutual interactions between
the two detected fragments and the emitting source, i.e. by constructing correlation functions for pairs
of fragments with their relative velocity mainly paralle] or transverse to their total momentum vector.

Measured (solid points) and calculated (curves) longitudinal two-fragment correlation func-
tions are compared in fig. 3. The calculations illustrate that longitudinal correlation functions are
non-degenerate for the same sets of parameters from fig. 2 which produced nearly indistinguishable
angle-integrated correlation functions. This suggests that simultaneous investigation of angle-inte-
grated and directional correfation functions can reduce the ambiguities encountered in the interpreta-
tion of angle-integrated correlation functions alone. (Transversal correlation functions display much
less sensitivity and are not shown here.) With increasing lifetime, the calculated longitudinal
correlation function becomes flatter for 0.01 < vieg/c < 0.03, and then exhibits a more gradual rise
towards unity at larger values of vred. (While the longitudinal correlation functions do not reach unity
for the reduced velocity range plotted here, we have verified that they do approach unity for larger
reduced velocities, vyeq = 0.1¢.)

The experimental data fall within the range spanned by the simulations and agree best with the
calculations for (Rg, T) = (8 fm, 50 fin/c), indicating fragment emission on a fast time scale and from a

rather large source. We have checked that these simulations are stable with respect to variations in
uncertain model assumptions and parameters [13].
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Figure 3: Longitudinal correlation functions (\f = 0° - 40°) reduce the ambiguities shown in fig. 2.

Angle-integrated correlation functions were shown to exhibit significant ambiguities with
regard to the spatial (Rg) and temporal (1) extend of the reaction zone, with nearly equivalent corre-
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lation functions being predicted for emission from a large but short-lived source (Rs=10fm, t=10
fm/c) and a small but longer lived source (Rs = 5.5 fm, t = 100 fm/c). This ambiguity is reduced for
longitudinal correlation functions. A consistent description of both angle-integrated and longitudinal
correlation functions extracted from central collisions in 30Ar+197Au at E/A=50 MeV could be
achieved by assuming emission on a fast time scale from the surface of an extended spherical source.
The extracted average time for the emission of ali fragments is T = 50 fm/c with a corresponding
radius of Rg = 8 fm.
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EVENT SHAPE ANALYSIS OF “°Ar + 2?Th AT E/A = 15 - 115 MeV

E.E. Gualtieri, J. Yee, D. Craig, S.A. Hannuschke, R. Lacey®, T. Li, W.J. Llope, A. Nadasen®, E. Norbeck®,
R. Pak, N.T.B. Stone, A. Vander Molen, G. D. Westfall, and S.J. Yennello®

Previous studies of Ar + Th reactions have given evidence that the process of fusion-fission, which .
dominates in central collisions at beam energies <20 MeV/nucleon, disappears as the beam energy is
increased [1], and it has been speculated that multifragmentation becomes the dominant process. In order
to learn more about these reaction mechanisms and possible transitions between them, we have studied
Ar + Th reactions systematically versus beam energy from 15 to 115 MeV/nucleon. We have selected
events based on two criteria: total transverse kinetic energy and the opening angle between very heavy
fragments produced in the reactions. An event shape analysis was alzo used to characterize these events,
and to search for trends which rmght indicate beam energy dependent changes in the dominant reaction
mechanism.

The data was taken using the MSU 47 Array [2] and beams from the K1200 cyclotron. For this
experiment the 47 Array was equipped with Multi-Wire Proportional Counters (MWPCs) [3] that provided
position information about massive fragments (Z2,20), including fission fragments. Complete charge and
energy identification for ISZSQO is providéd-‘by the phoswich and Bragg Curve counters (BCCs) in the
Array. Figure 1 shows a typical position spectrum from the MWPCs in impact parameter inclusive events.
In this spectrum, outlines of individual MWPC modules are visible, as is the shadowing from the target
frame at approximately 90° . '

®Ar + P2Th .- /A =15 MeV

100

sol

0.30406080100120140160180

Flgure 1: Example of an MWPC pos:t.lon spectrum
The opening angle between a pair of MWPC hits (labelled A and B) was defined via:
cos O p = cos 4 cos 93 + sin 84 sin fp cos(P4 — ¢B)

Probability dlstnbuhons of the opening angles are shown in Figure 2. Only events in which two or
more MWPCs fired are shown. If more than two MWPCs fired in an event, the pair with the largest signal
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pulseheights were used to calculate the opening angle. In this figure, two large peaks are generally visible,
The first peak occurs at opening angles 2, 150° , and is populated mainly by low momentum-transfer
collisions followed by the fission of the Th target. The second peak occurs at smaller opening angles
(~ 120° for the 15 MeV/nucleon case and ~ 90° for 115 MeV/nucleon), and is populated mainly by high
momentum-transfer collisions (e.g. fusion-fission or multifragmentation). The shaded areas indicate
software gates on the two peaks that were used to select events in subsequent analyses described below.

®Ar + B2Th

0.04 |- 15 MeV/N . 25MeVIN | J0MeV/N

4::.3 : el o e iy
50 00 150 S0 100 15 00 158
eAB

AR
o

Figure 2: Impact parameter inclusive probability distribution of opening angle in the lab frame. Shaded areas
indicate software gates,

The impact parameter was constrained additionally using cuts on the total nonrelativistic trans-
verse kinetic energy, which is defined as:

KE; = S)*KE;sin®6;

where the sum runs over only fully identified particles (N;,). KE; is the laboratory particle kinetic

energy and #; is its laboratory polar angle. Events with a total KE; that fell in the top 10% of the inclusive
- KE; distribution were assumed to be a “central” events (b < 0.3(R, + R;). Events with a total KE; < 1%
of the projectile energy were assumed to be “peripheral” (b 2, 0.6(R, + Ry).

Sphericity was used to indicate the average “shape” of the event in momentum space, and
is constructed using the eigenvalues obtained from the kinetic flow tensor [4). Only the fully identified
particles from the phoswiches and BCCs were used to fill this tensor. Itis expected that multifragmentation
events will tend to have larger Sphericities than fusion-fission events. In fusion-fission events, particles
are emitted preferentially along one axis due to the sequential binary nature of the decay, and so the event
appears elongated, or rod-like, in momentum space. In multifragmentation events, where the breakup
immediately produces many intermediate mass fragments, the particles are emitted more isotropically.
Thus these events have a more spherical shape in momentum space, and accordingly, a higher Sphericity.
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Figures 3a and 8b display the mean Sphericity, <S>, versus the projectile energy. Sphericity is
averaged only over events with the same multiplicity (/V;4), because this variable has a strong multiplicity
dependence. In Figure 3a only events in the high-momentim transfer gate on the o__péning angles (c.f. Fig.
2) and the central K F; gate are shown. In this subset of events, for the higher multiplicities, <S> rises
and falls as projectile energy increases and goes through a maximum at ~55 - 60 MeV/nucleon. This a
preliminary indication of a change in the dominant reaction mechanism. The lower multiplicities show
a steady decline in <S> with inecreasing beam energy. However, in this case the exclusion of the heavy
fragments from the event shape calculation most likely affects the Sphericity significantly at the lower
projectile energies. T _ ' o

In Figure 3b, only events in the low-momentum tranifer gate that were also categorized as
peripheral, using KE;, are shown. The most striking feature in this plot, in comparison with Figure 8a, is
the extremely suppressed value of <S> for all multiplicities and energies. This because the shape of an
event resulting from a peripheral collision is extremely elongated, even moreso than a central, sequential
binary event. Also, if one notes the scale of the axes in 3b, one can see that the relative change in <8>
as projectile energy increases is minimal as compared to that of 3a. This is understandable because in
peripheral collisions the excitation energy, and thus the reaction mechanism, is not expected to change
significantly with beam energy.

40 23
Ar + 2'Th
A 05
w45
v o.‘f & N, =10
3 T, L
035
o3f N ¢ N,=9
0.25 _ ‘———-ﬁ-—l—i—f"‘\‘__ﬁ\ﬂ 5 Nyt
02 F '\".’._Ll_—i high ﬁ-uamfer
01SE o N7
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0045}
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Figure 3: Mean Sphericity versus beam energy. Symbols indicate identified particle multiplicity( N;4).

Wehave seen that an opening angle and event shape analyses of Ar + Th collisions give an indication
of a possible transition in the dominant reaction mechanism in central collisions at approximately 55-60
MeV/mucleon, and that there is no such indication if one looks at peripheral collisions. Future work
will include the incorporation of the heaviest fragments into the shape analysis, and the study of other
projections of the flow tensor,
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TRANSITIONS IN NUCLEAR DISASSEMBLY AS VIEWED BY FRAGMENT
CHARGE CORRELATIONS

N.T. B. Stone, W. J. Llope, and G. D. Westfall

Particular trends in the slopes and functional form of the charge distributions of fragments
emitted following central heavy-ion collisions have been noted [1,2,3] as strong signals for liquid-gas
phase transitions in excited nuclei [1,4]. A relatively shallow power-law charge distribution for charges
1<Z<20 is expected at the transitional excitation energy, as compared to steeper exponential distributions
at energies both above and below. However, a power-law behavior of the fragment charge distributions
may also result from averaging over impact parameters or excitation energies {2,5), imitating the expected
signal of a liquid-gas phase transition. In this article, we propose observables based on the relative sizes
of the three largest fragments following a systematic study of central 2°Ne+27Al, 1°Ar+%5S¢, 3*Kr+°3Nb,
and '**Xe+'%°La reactions. These observables, D...: and D.4,., are extracted from charge Dalitz plots [6],
and used to evaluate the importance of sequential binary (SB) [7,8,9,10,111 and multifragmentation (MF)
{11,12] disassembly mechanisms in the small impact parameter events, The obgervation of a transition
from SB disassembly to MF for increasing beam energies would be suggestive of the transition from liquid
to liquid-gas coexistence phases, i.e. the “cracking” transition, that has been predicted by several models
[12,13].

Each central event is assigned a location in an equilateral triangle of unit altitude by equating
the distances to the three sides of the triangie to the relative charges of the three largest fragments,
ie. Z! = Zi/Z,um, where Z;(Z;) is the charge of the largest{third largest) fragment and Z,,,, =
Ei’:x Zi. We define the distance from each entry to the geometric center of the triangle, D.ent =

{Z{tan 30° + Z4/cos 30° — j;)z + (2{ — 1)?, and the perpendicular distance to the nearest edge, D.45. =
Z;. Events with three or more nearly equally sized largest fragments will populate the center of the
triangle (D;eni<De4q.), while those with one large fragment and two smaller, or two large fragments
and one smaller, will populate the corners or sides of the triangle, respectively (Dcent>Dedg.). These

possibilities can be assumed to be populated predominantly by specific nuclear disassembly mechanisms
{6].

We classify as sequential binary those disassembly mechanisms involving a cascade of two-body
decay steps, in which each step is independent and may involve (a)symmetric binary fission [7,8],
(a)symmetric ternary fission [9], or evaporation [7,10]. Over the course of a purely evaporative SB decay,
the probability of emitting large fragments decreases due to the increasing importance of the Coulomb
and angular momentum barriers. The three largest charges in final states produced in such SB decays
would thus be expected to consist of one larger fragment and two smaller ones. A binary or ternary
fission step in the SB decay cascade would result in the emission of two larger fragments and one
smaller one. Disassembly leading to three similarly sized largest fragments has been noted as a signal
for the process known as multifragmentation [11,12]. For some sample of events, we therefore make
the assignment that (D..n:}>{D.q4,.) implies the predominance of SB disassembly, while {Dc.ni}<{Dedge)
implies multifragmentation. In the central events with (Dc.p¢)>(D.qq.), a population near the corners of
the charge Dalitz triangles implies asymmetric fission or sequential evaporative decays, while one near
the sides implies symmetric binary or ternary fission [6].

The reactions studied were 2°Ne+27Al at beam energies of 55, 75, 95, 105, 115, 125, 135, and 140
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MeV/nucleon; “*Ar+%*Se at 15, 25, 35, 45, 65, 75, 85, 95, 105, and 115 MeV/nucleon; 3 Kr+°3Nb at 35, 45,
55, 65, and 75 MeV/nucleon; and *?*Xe+'**La at 25, 30, 85, 40, 45, 50, 55, and 60 MeV/nucleon. The beams
were obtained from the K1200 cyelotron at the National Superconducting Cyclotron Laboratory, and all
of the data were collected using the MSU 4 Array [14] with a minimum bias trigger (two discriminator
hitg). The fragment charges were well resolved over the range 1<Z<15 in the °Ne+27Al and 3¢Kr+%3Nb
entrance channels, and 1<Z<18 in the *Ar+**Sc and 1?°Xe+!3'La entrance channels. Further information
concerning the apparatus and data collection can be found in Refs. [14,15]. The distortions to the
present results that are caused by the inefficiencies in experimental measurement were studied using
events generated by model codes and a software replica of the detection system. These are discussed as
appropriate below. .

The total mass and excitation energy of the excited systems formed for each reaction are constrained
via the selection of the most central collisions. Separate impact parameter cuts allowing the ~10% most
central of the minimum bias events were placed on a number of different variables. These include the
total number of charged particles measured in an event (V,), the total number of protong (N,), the total
charge in hydrogen and helium fragments (Zy,), the total transverse kinetic energy (K Er), and the total
charge of all particles in a software gate centered at mid-rapidity (Zy ). The variables K Er and Zy g are
defined as in Ref. [16]. Autocorrelations between the present relative charge observables and each of these
centrality variables were investigated via the comparison of the widths of these observables in the events
selected by the ~10% cuts on each of these centrality variables separately, Such autocorrelations result in
a significant suppression of these widths, as compared to those resulting from cuts on non-autocorrelating
centrality variables. The widths of the distributions of 21, Z3, and Z;3 resuliing from cuts on N,, N,, and
Z1.p were found to be suppressed by as much as a factor of two relative to the corresponding distributions
following small impact parameter cuts on the variables K Epr and Zpygp. The widths of the D..,: and
D, 44, distributions were also suppressed following cuts on these three variables. Therefore, the centrality
variables N., N,, and Z,.,, are significantly autocorrelated with the present relative charge observables.
Two-dimensional small impact parameter cuts based on the variables KEr and Zyr will therefore be
employed, which allow the 4-8% most central of the minimum bias events. According to approximate
geometrical arguments, these events have average impact parameters {b) <0.25b,,,,, where b,,,,, is roughly
the sum of the radii of the projectile and target nuclei.

It is noted, however, that there are hidden constraints in this charge correlation analysis. For
example, events characterized by a low value of Z,,,, cannot, by definition, populate the extreme corners
or sides of the Dalitz triangles. Indeed, there are well-defined maximum and minimum possible vahues of _
Deent and D,q. for each value of Z,,,. These extrema are shown for D,4g. in Figure 1 as the solid lines
(analogous limits apply for D..n:). A8 Z,u., is decreased, the range of possible values of D.4g. decreases,
and this range tends towards larger values of D,q4,.. It is therefore possible that changes in the values of
these observables may simply reflect similarly beam energy dependent decreases in the average values of
Zsum. The values of Z,., averaged over beam energies in each entrance channel are 6. 7,9.9, 15.7, and
19.0, for the 2°Ne+*Al through 12°Xe+!3°La systems, which correspond to 29%, 25%, 20%, and 17% of the
total entrance channel charge. The percentage standard deviations about these average values over the
different beam energies in each entrance channel are 8%, 12%, 3%, and 7%. Thus, {Z,.n) is only weakly
dependent on the beam energy in each entrance channel, so that this effect can be neglected. The average
values of D,y are also plotted in this Figure for three representative beam energies in each entrance
channel. These reveal a dependence of D.qge (and D..pi} o1t Z,yy, that generally follows the shape of the
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Figure 1: The average values of Deage versus Z,,, in the central events for three representative beam energies in
MeV /nucleon for each entrance channel, as labeled. The solid lines indicate the minimum and maximum values
of De.4qe that are possible for each value of Z,yn, by definition.

region allowed by definition. For 3<Z,,,<5, there is only one allowed value of D.4;. (and D..n;). While
no relative charge information can be extracted for <2, <5, central events with relatively small values
of Z,um are nonetheless interesting. These indicate events in which no large fragments were observed,
implying the rather complete vaporization of the system.

It is also important to consider also the constraints on the present observables that are imposed
by the inefficiencies of the detection system. The most obvious constraint of this kind results from the
maximum charge that could be detected, which was ~15 for the 2°Ne+27Al and 5"Kr+°SNb reactions, and
~18 for the *Ar+*5Sc and 129Xe+1%%La reactions. The effect of this limit is to decrease the sensitivity
of the present observables for large values of Z,ym. Specifically, as the values of Z;, and Z; approach
the maximum detectable charge, the number of possible permutations of Zy, Z,, and Z; having the same
measured Z,y., decreases. This leads to a situation similar to that for 3<Z, ., <B, where the limited range
of possible values for D..n: and D, reduces their sensitivity, In Figure 1, the values of {D.4q.} manifest
fairly abrupt changes at roughly the maximum detected charge plus two, and twice that maximum plus
one, corresponding to the detection of such maximum charges in coincidence with protons,

The average values of D..,; (with peints) and D44, (without points) are depicted in Figure 2
for those central events with 6<Z,,,,<17, for the °Ne+27Al and *Kr+°*Nb entrance channels, and
6<Z,um <20, for the *Ar+*Sc and '?°Xe+1%°La entrance channels, For the lowest beam energies in
both the “°Ar+*5Se¢ and 12°Xe+!%°La systems, {Dcent)>(Deage) for central events. This implies an overall
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Figure 2: The average values of D.,,; (with points) and D.q4,. (without points) versus the beam energy for
specific gates on the quantity Zyum: 6<Z,um<17 for the 2°Ne+-27Al and ¥ Kr4+%3Nb entrance channels, and
6<Z,um <20 for the PAr+%Sc and 129Xe+1%La entrance channels.

asymmetry in the charges of the largest three fragments in these events, and is thus consistent with a SB
. disassembly mechanism. These events predominantly populate the corners of the charge Dalitz triangles,
implying that asymmetric fission or sequential evaporation decays are more commeon than those involving
a symmetric binary or ternary fission. For higher beam energies in these entrance channels, as well as for
all of the beam energies in the 2°Ne+*7Al and 3"Kr+°*Nb entrance channels, (Deent) <{D.4q.). The largest
three fragments in these final states are thus similarly sized, implying multifragmentation.

A beam energy that is transitional between SB and MF disassembly is defined at the crossing of
the lines interpolated from the points shown in Figure 2. The transitional beam energies extracted for the
central ‘°Ar+*°Sc and 29Xe+!3%La reactions are 47+5 and 29456 MeV/nucleon, respectively. The results
for the central 3"Kr+%°Nb reactions are similar to those for the central 12°Xe+13°La reactions, implying
a transitional beam energy somewhere in the range of 30-35 MeV/nucleon for this system. The average
distances in the central 2?Ne+27 Al reactions are generally congistent with those observed in the *0Ar+**Sc
reactions at the same beam energies. The values of {D,..:) and (D.4,.} appear to reach asymptotic values
within a few tens of MeV/nucleon above the transitional beam energies.

A more complete investigation of the effects of the experimental acceptance involves the generation
of software events, and the comparison of the present relative charge observables in these events with and
without filtering by a software replica of the apparatus. The filter code includes a complete description of
the geometry and the kinetic energy thresholds. Multiple hits in individual detector elements are treated
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in consistency with the templates used to calibrate all of the experimental data. Separate samples of
events were generated with the Berlin code [17], each at a specified excitation energy, in a system expected
to be common in the present central ‘°Ar+%3Sc reactions (Z~31, A~68). The upper two frames in Figure
3 depict {Z,um) and {D..n:} after each of these samples of events is boosted from the center of momentum
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Figure 3: The average values of Z,y,, (upper left frame) and D..n: (upper right frame) obtained from eight
samples of events, each generated at a specific excitation energy for central “°Ar+?5Sc reactions using the Berlin
code. Each sample is boosted from the CM frame to the laboratory, and then filtered, for beam energies from
25 to 105 MeV/nucleon. Some points in the upper frames have been offset for clarity by the amounts shown to
the right. The lower frame compares the excitation energy dependence of the unfiltered Berlin events with the
beam energy dependence of the filtered Berlin events, using BUU calculations to relate the beam and excitation
energies for central ®Ar4-45Sc reactions.

frame into the laboratory, and then filtered, for beam energies in the range of 25 to 105 MeV/nucleon. The
events were generated at excitation energies of 2 (solid squares), 4, 6, 8, 10, 12, 16, and 20 (open crosses)
MeV/nucleon. The filtered {Z,.) and {D..n:) show only a very weak dependence on the magnitude of the
boost into the laboratory for all of the samples of generated events. The crossings noted in Figure 2 are
therefore not the result of a strong beam energy dependence of the experimental acceptance.

The solid curves in the lower frame in Figure 3 depict the excitation energy dependence of {D.ens} -
(with points) and {D,4,.) (without points) for the unfiltered Berlin events. The unfiltered Berlin events
evolve from the corners to the center of the charge Dalitz triangles, and exhibit a crossing excitation energy -
near 6 MeV/nucleon. Boltzmann-Uehling-Uehlenbeck (BUU) calculations are one means of specifying the
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relationship between the beam energy and the average excitation energy for central collisions. These
calculations were performed as described in Ref. [18], and the predicted relationship between the beam
and excitation energies is visible by comparing the upper and lower abscissa in this lower frame. The
dotted lines in this frame depict the values of {Decent) and {D.4,.) following the boosting and filtering of the
generated events assuming this relationship. The apparent crossing (beam) energy is only weakly affected
by the imposition of the experimental inefficiencies via the software filter. The major effect is to reduce
the apparent asymmetry of the three largest charges for agymmetric events, i.e, those in the SB region.

This article has described a method of evaluating the importance of the specific disassembly
mechanisms in a comprehensive set of central heavy-ion reactions using charge Dalitz plots. Small
impact parameter colligions were selected using two-dimensional cuts on centrality variables that do not
autocorrelate with the relative charge distributions. The observables D¢en: and D4y, were introduced
for the purpose of quantifying the distribution of events in the charge Dalitz triangles for each reaction.
The constraints imposed on these observables, by definition and by the inefficiencies in the detection
system, were shown not to affect our conclusions. Transitions from sequential binary disassembly to
multifragmentation were observed in the central “°Ar+*5Se and 12Xe+'3°La entrance channels at beam
energies of ~47 and ~29 MeV/nucleon, respectively. The results for the central 2°Ne+27A] (34Kr+3Nb)
reactions are consistent with the trends noted for the central *°Ar+45S¢(129Xe+!3%La) reactions over a more
~ limited range of available beam energies.
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AUTOCORRELATIONS IN THE SELECTION OF
SMALL IMPACT PARAMETER HEAVY-ION COLLISIONS.

W.J. Llope, J.A, Conrad®, D. Craig, E. Gualtieri, S. Hannuschke, R.A. Lacey®,
J. Lauret?, T Li, A. Nadasen®, E. Norbeck?, R. Pak, N.T.B. Stone,
A.M. Vander Molen, G.D. Westfall, J. Yee, and S.J. Yennello®,

Perhaps the most direct study of multifragment final states following intermediate energy heavy-
ion collisions involves the experimental measurement of the average number of intermediate mass
fragments (IMFs, for which 3<Z<20) emitted in such reactions. A number of physical processes governing
the disassembly of excited nuclei can result in the emission of such fragmentis {see the recent review
by Moretto and Wozniak [1]), and many model code event generators embodying these processes are
available. One general class of these models is fundamentally “sequential binary”, i.e. these describe
the disassembly as a series of two-body decay steps, each involving (a)symmetric fission or statistical
evaporation. An alternative description is provided by several similar “multifragmentation” models, which
assume chemical and thermal equilibrium has been obtained in an expanded spherical freeze-out volume of
prescribed size. Previously reported comparisons of the results obtained from models in these two general
classes imply that larger multiplicities of IMFs are obtained from the multifragmentation models, as
compared to the sequential binary models run with the same set of input parameters [2]. This observation
was, however, subsequently contested {3). Systematic experimental measurements of IMF emission from
nuclear systems covering a wide range of mass and excitation are required, allowing the confrontation of 5
all the various theoretical predictions with experimental results.

The experimental data were collected with the Michigan State University 4r Array [4) at the
National Superconducting Cyclotron Laboratory (NSCL) using beams extracted from the K1200 cyclotron.
Four symmetric entrance channels were systematically studied over a wide range of intermediate beam
energies. The reactions include °Ne+?7Al at 55, 75, 95, 105, 115, 125, 135 MeV/nucleon, *°Ar+%5Sc at 15,
25, 35, 45, 65, 75, 85, 105, 115 MeV/nucleon, 3*Kr+%2Nb at 35, 45, 55, 65, 75 MeV/nucleon, and 12°Xe+!%°La
at 25, 35, 45, 50, 55, 60 MeV/nucleon. Detailed descriptions of the apparatus and the data collection can
be found in Refs. [4, 5].

In central heavy-ion reactions there are large probabilities for the formation of highly excited
nuclear systems that contain most of the nucleons in the entrance channel. The excitation energies in
these systems are monotonic functions of the beam energy. Such events can be selected offline via software
cuts on experimental variables that are correlated with the impact parameter. The variable upon which a
centrality cut is made must be tightly correlated with the impact parameter, and negligibly correlated with
the experimental observable in all ways except that via the impact parameter. A significant correlation
between an experimental observable and the centrality variable (beyond that due to the impact parameter)
can be caused by charge, mass, or momentum conservation laws. Such “autocorrelations” may artificially
enhance or suppress the values of the experimental observable in the events selected by perfunctory
centrality cuts.

There is an intringic width to experimental observables in perfectly central collisions that is
caused by the stochastic nature of the evolution of the excited nuclear systems formed in these collisions.
Additional experimental contributions to this width result from any dependence of the experimental
acceptance on the orientation of these excited systems in the laboratory, and from any inefficiencies in
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the selection of the most central collisions. These experimental contributions ean be understood via the
study of the effect that a software replica of the experimental apparatus has on events generated by
model codes at specific impact parameters. In principle, the intrinsic width carries important physical
information concerning fluctuations during the reactions. The measured width can, after the treatment
of the experimental contributions, be defined as the intrinsic width, unless there are non-negligible
autocorrelations between the observable O and the experimental variable used to select the central events.

It is assumed that the variance, 02 = (0?) — {(0)?, of an observable, O, in a sample of selected
events is suppressed if a significant autocorrelation exists, and is equal to the intrinsic variance or width
(modified by experimental considerations) otherwise. The importance of such autocorrelations during
the use of a particular centrality variable can thus be inferred by the comparison of the variance of the
observable following the selection of events using many different centrality variables. The cut(s) leading
to the largest variances, o3, in the selected events are assumed to be the least autocorrelated with 0. Two
classes of autocorrelations between a centrality cut and an experimental observable can be defined based
on the effects that such autocorrelations have on the normalized variance, ¢2 /{0), in the selected events.
Centrality cuts which result in a suppressed variance and a suppressed(enhanced) normalized variance
will be referred to as positive(negative) autocorrelators, as they artificially enhance(suppress) {(0).

The following variables are assumed to be correlated with the impact parameter: (i) the number of
charged particles {N.5,4) detected in each event, (ii) the total charge detected in a software gate centered
at mid-rapidity (Z r), (iii) the total transverse kinetic energy (K Er), (iv) the number of detected hydrogen
isotopes (Ny), (v) the total detected charge (Z,..), and (vi) the total charge of hydrogen and helium isotopes
particles (Zrcp). The variables Zy g and K Ep are defined as in Ref. [6]. Separate samples of events
are formed by placing thresholds on the impact parameter inclusive spectra of each of these variables
which allow the most central ~10% of the events. For all of the centrality variables that are integer
quantities, i.e. all but KEp, it is not always possible to locate a threshold such that exactly 10% of
the minimum bias events are selected. The threshold was thus defined for each centrality variable and
reaction as the lowest bin for which <10% of the impact parameter inclusive events are in or above this
bin. According to approximate geometrical arguments, thresholds allowing 10% of the impact parameter
inclusive events allow average impact parameters {b) ~ 0.31%,,,.. The quantity b,,,. is the largest impact
parameter satisfying the minimum bias trigger used to collect these data, which required two or more
charged particle hits in the MSU 4x Array. The quantity bm,. is typically assumed to equal (Rp + Rr),
where Rp(Rr) is the radius of the projectile(target) nucleus.

In Figure 1, the means (upper frames), variances (middle frames), and normalized variances {lower
frames) of the Ny p distributions are presented versus the beam energy in the six samples of selected
small impact parameter events. The results for the 2°Ne+27Al, 4°Ar+45S8c, 34Kr+°3Nb, and 1?°Xe+!%*La
reactions are shown.

For all four entrance channels, the beam energy dependence of the IMF multiplicity observables
is generally not affected by the particular choice of the variable used to select the small impact parameter
events. In the 2?Ne+27Al reactions (E,,.; >556 MeV/nucleon), the values of (N r) decrease with increasing
beam energies. In the °Ar+15Sc reactions, the experimental values of {Niaxr) increase with increasing
beam energies up to about 35 MeV/nucleon, and then fall off slowly for larger beam energies. For both
of the heavier systems, 34Kr+**Nb (£,,.; <75 MeV/nucleon) and '?°Xe+!3*La (&, ,; <60 MeV/nucleon), the
values of {Nyayrr) increase with increasing beam energies.

The IMF multiplicity observables in the events selected by the six different centrality cuts generally
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Figure 1: The means, variances, and normalized variances of the IMF multiplicities versus the beam energy
in the six separate samples of small impact parameter events for the 2°Ne+27Al, ®Ar+45Sc 3*Kr+%3Nb, and
129X e+1391,a reactions.

form three distinct groups independent of the beam energy. Centrality cuts on the variables Zyr and Z;.,
result in N;y p distributions with relatively small variances and small normalized variances, while cats on -
the variables Ny and Zpcp result in relatively small variances and relatively large normalized variances.
The events selected by the cuts on the variables Nenga and K Er have the relatively largest variances
and intermediate normalized variances. Some exceptions to these trends in ¢2(N;yr) are noted. At the
highest beam energies in the 2’Ne+27Al entrance channel, the variances following the Zy z and Zg. cuts
exceed those following the N.s;4 and K Er cuts. In the two heavier systems, the variances from the Ny
and Z;cp cuts are similar to those from the N.,; and K Er cuts (and relatively large). However, for all of
the reactions, the normalized variances are always ordered in the same way.

The formation of these groups is generally independent of the beam energy and the entrance
channel mass, which implies that the grouping is the consequence of an internal effect rather than
physical one. The formation of these groups is a reflection of autocorrelations between some of these .
centrality variables and Ny r. The centrality variables Ny and Z;cp apparently suppress (Nimr} (ando?)
and are thus defined to be negative autocorrelators, while the variables Zu g and Z,,, artificially enhance
{Nimr) and are labelled positive autocorrelators. Given the dramatic distortions to IMF multiplicity
observables seen in Figure 1 that result from centrality cuts on variables that autocorrelate with Nrayr,
the only acceptable study of these observables in the central collisions in these data must involve cuts
on N.y,q and/or KEr. Figure 1 implies that the negative autocorrelation between the light particle .
multiplicity variables and Njyp is somewhat stronger than the positive autocorrelation between Nyjyr
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To limit the selection of larger impact parameter events with significant topological fluctuations, a
two-dimensional cut is placed on the centrality variables Nchga and K Er for all of the systems and beam
energies. Only the events that fall above the thresholds located as described above (each allowing $10%
of the events) for both of these variables are selected. This results in the selection of ~4-7% of the events,
which have average impact parameters (b} ~ 0.20 — 0.26 b, geometrically.
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Figure 2: The average number of IMFs (left frames), and the Nyprp variances (right frames), versus the beam
energy for three samples of small impact parameter events. Shown are the results following the two-dimensional
~10% cuts on Neags and KEr (solid squares), and following the two one-dimensional ~10% cuts on Nepgq
(open circles), and KE7 (open triangles). Also shown in the right frames are the Nypp variances following
two-dimensional ~2% cuts on Npgq and K Er (solid triangles).

The mean multiplicities of IMF's in the events selected by these two-dimensional cuts are shown
for all of the entrance channels and beam energies in Figure 2 as the solid squares. The average IMF
multiplicities in the events selected by the two one-dimensional cuts on N.,,4 (open circles) and K Er
(open triangles) are also shown. The events selected by the two-dimensional cut exhibit larger values of
{N1mr) as compared to those following either of the one-dimensional euts, For increasing beam energies,
the values of (N7ar) decrease in the central °Ne+27Al reactions (Ey,.; > 55 MeV/nucleon), rise then fall
in the central “°Ar+**Sc reactions, and increase in the central 34Kr+3Nb (E,,,; < 75 MeV/nucleon) and
129%e+1%9La reactions (Ep.,; < 60 MeV/nucleon). The average IMF multiplicities range from ~0.4 for the
highest energy 2°Ne+2"Al reactions to ~5.5 for the highest energy 12°Xe+!3?La reactions

The variances, o?(Niar), in these same samples of small impact parameter events are also shown

in Figure 2. The variances from the two-dimensional ~10% cuts (solid squares) are larger than the
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variances from the two one-dimensional cuts (open circles and triangles) in the 2Ne+27Al and “Ar+%5Sc
reactions, and they are similar to or between the values from the two one-dimensional cuts in the 34 Kr+%3Nb
and 12°Xe+13%La reactions.

Also included in this Figure are the Ny variances from stricter two-dimensional ~2% cuts on
Nenga and K Er (solid triangles). It is important to note that the Nya s variances from these stricter two-
dimensional ~2% cuts are always larger than those from the two-dimensional ~10% cuts (solid squares),
This corroborates the statement that the variables Nengs and K Er do not autocorrelate with Niysr in these
data, as stricter cuts must magnify the importance of the conservation law that drives the autocorrelation.

The average multiplicities of IMFs are depicted versus the total charged particle multiplicity in
Figure 3. For all of the available entrance channels and beam energies, the largest average multiplicities
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Figure 3: The average number of IMFs versus the total charged particle multiplicity for 2°Ne+27Al (stars),
*Ar+4%8c (circles), **Kr+°*Nb (triangles), and #Xe+'3%La (squares) reactions at four representative beam
energies. The values for events above the ~10% most central thresholds on Necnga are depicted as the solid points.

of IMFs are found in the events with the largest total charged particle multiplicities. In this Figure, the
solid points for each system and beam energy are those above the ~10% cuts on N,,q alone described
above. A roughly universal dependence of {N;pr) on N.p.q is noted for the more peripheral collisions
{open pointa).

This analysis has investigated the average multiplicities of intermediate mass fragments emitted
following central heavy-ion reactions in four near symmetric entrance channels, each at many interme-
diate beam energies. The average IMF multiplicities were shown to be significantly affected by possible
autocorrelations with the variables upon which the impact parameter of each event was inferred. Six
different centrality variables were compared, and those variables that are not autocorrelated with the IMP
multiplicities for small impact parameter collisions were identified. These variables were the total charged
particle multiplicity, N.ssq, and the total transverse kinetic energy, K Ep. Experimental observables other
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than the IMF multiplicities were not studied in this paper, but general methods allowing the identification
of autocorrelating centrality cuts for any experimental observable were described. The means and vari-
ances of Nyjsr in events selected by one and two dimensional small impact parameter cuts on N, 4 and/or
K Er were presented versus the beam energy. The experimental values of (N r) will be compared to the
filtered predictions of a variety of models in the following article.
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¢. Department of Physics, U. of Michigan - Dearborn, Dearborn, MI 48128
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INTERMEDIATE MASS FRAGMENT MULTIPLICITIES IN
SMALL IMPACT PARAMETER HEAVY-ION COLLISIONS.

W.J. Liope, J.A. Conrad®, C.M. Mader?, G. Peilert’, W. Bauer, D. Craig, E. Gualtieri,
S. Hannuschke, R.A. Lacey?, J. Lauret?, T. Li, A. Nadasen®, E. Norbeck,
R. Pak, N.T.B. Stone, A M. Vander Molen, G.D. Westfall, J. Yee, and S.J. Yennello®.

In the previous article, methods for selecting small impact parameter heavy-ion reactions that do .
not autocorrelate with measurements of the multiplicities of intermediate mass fragments (IMFs) were :
described. The average IMF multiplicities in the central events so selected from a systematic set of
experimental data were also presented. In this article, these average multiplicities will be compared to
those obtained from events generated using a variety of models, The purpose of these calculations and
comparisons is twofold. First, the different model were applied as consistently as possible, so that the
average IMF multiplicities from the different models can be directly compared. Several investigations of
this sort have been published [1], and these imply that larger average IMF multiplicities are obtained
from multifragmentation models compared to consistently run sequential binary calculations. However,
some disagreement with this claim was discussed in Ref. [2], following a study of calculated massive
fragment (Z>5) multiplicities. Second, under the assumption that the chosen input parameters to the
different calculations are reasonably realistic, the average IMF multiplicities from the models can be
directly compared to the experimentally measured values described in the previous article.

The event generation was performed in both dynamic and hybrid approaches. The “after-burners”
used in the hybrid event generation were the Berlin [3] and Copenhagen [4] multifragmentation codes, as
well as the sequential binary code Gemini [5]. The Berlin and Copenhagen codes are similar in philosophy,
and assume that the system comes to thermal and chemical equilibrium within an expanded volume that is
spherical and of prescribed radius. The various fragmentation channels cccur with probabilities obtained
from the channels’ entropy, whj‘gh is obtained using a finite temperature liquid drop model. The code
Gemini pictures the disassembly as a sequence of binary fissions, using Bohr-Wheeler fission widths and
conditional barriers from a shape adjusted two-spheroid finite range calculation, followed by evaporation
according to a Hauser-Feshbach description.

All of these were run with the default parameters with the exception of the charge, mass, and
excitation energy in the composite system, which was extracted from Boltzmann-Uehling-Uehlenbeck
(BUU) calculations [6] in the same manner as described in Ref. [7]. These calculations describe
the evolution of the one-body phase space distribution following the Boltzmann equation, including
approximately Pauli-blocked scattering, via ensemble averaging. A soft equation of state was assumed,
and the calculations were terminated when the radial density profile of the composite system most closely
resembled that of a ground state nucleus [81. The excitation energy of the excited system at rest in the
center of momentum (CM) frame is then calculated as the total energy of this system minus a liquid-drop
energy for a ground state nucleus with the same charge and mass. The calculations were performed at an
impact parameter of b = 0.20[Rp + R7). '

The excitation energies predicted by the BUU calculations for the selected events in each reaction
are shown in Figure 1. A recent analysis [9] has noted differences in the IMF multiplicities obtained when
an afterburner code is supplied with a single average excitation energy or excitation energies separately
calculated for each event. However, given the large number of different reactions and afterburner model
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codes studied here, a dynamic calculation of the afterburner input parameters for each generated event
is computationally prohibitive. The mass and charge of the composite predicted by the BUU calculations
is generally ~80% of the total entrance channel mass and charge. In the present BUU hybrid event
generation, the remaining particles are thermally emitted from projectile and target-like sources, using
reasonable assumptions for the velocities, temperatures, and emitted charge distributions of these sources
for each reaction.
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Figure 1. The excitation energies extracted from the BUU calculations for the 2°Ne+27Al (stars), ®Ar+45Sc
(circles), *Kr+°3Nb (triangles), and 2°Xe+!3%La (squares) reactions, assuming an average impact parameter
geometrically consistent with the present central event selection and a soft equation of state.

The Berlin and Gemini codes also require a cut-off angular momentum. For the BUU+Berlin
calculations, the values used were 36%, 62h, 804, and 70h for the central 2°Ne+27Al, 4*Ar+45Sc, 3¢Kr+°3Nb,
and '*Xe+!%°La reactions, respectively. The angular momenta of the excited systems in the selected
experimental events may very well exceed the values assumed above, presumably leading to decays
involving a fast fission. The BUU+Gemini calculations were therefore also performed using cut-off angular
momenta both well above and below the values listed above.

Complete events from a hybrid model involving a Quantum Molecular Dynamics (QMD) [10] initial
stage and Copenhagen disassembly were also produced for 3°Ar+4%Se reactions for impact parameters
b <4 fm. The QMD calculations describe the evelution of a system of gaussian wave packets (nucleons)
that move under the influence of mutual two and three body forces and scatter in approximate respect
of the Pauli principle. Although hybrid in the sense that the reaction is described in two steps, the
QMD+Copenhagen calculations are dynamic in the sense that the impact parameter for each calculated
event is known. Another model with this feature is the code Freesco [11], which does not require a separate
BUU or QMD description of the initial stage of the reaction. This model divides the colliding nuclei into
two spectator sources and a participant source, which share energy and angular momenta, according to
the impact parameter. The decay of these sources is described by a microcanonical calculation similar
in philosophy to those in the Berlin and Copenhagen models, including a simplified description of the
evaporation.

A software reproduction of the experimental apparatus is used to filter the events obtained in all of
the approaches listed above. This code contains a detailed treatment of the geometry of the device including
all inactive regions, the run-dependent particle kinetic energy thresholds for all measurable particles, the
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particle kinetic energy loss in the target and associated support assembly, and multiple particle hits in
individual detector elements. The calculation of the result of a multiple hit involves the same particle
charge and energy templates used to calibrate all of the raw experimental data. Following the passage
through the filter code, the generated events appear as they would experimentally, up to a conservatively
assumed systematic uncertainty of ~30% in the values of {Nipr) from the filtered simulations.

The multiplicities of IMFs can also be caleulated using model codes which do not generate samples
of complete events. Examples of these are the statistical evaporation code of Ref. [12], and the Quantum
Statistical Model {13]. The model of Ref. [12] follows the ensemble averaged evolution of a system that
statistically emits particles in a sequence of two-body decay steps. This model thus provides a description
of sequential binary disassembly that is alternative to the. (fission-evaporation) Gemini code. The Fermi
energy used as input in this model was 25 MeV for the central ¥Ne+27Al and **Ar+*Sc reactions, and
30 MeV for the central 34Kr+**Nb and !2°Xe+!3°La reactions [14). However, as complete events are not
provided by this code, the experimental inefficiencies for the measurement of Ny r can only be imposed
approximately. This is done by extracting the average efficiency for detecting IMFs from each of the filtered
event-generating models listed above for all entrance channels and beam energies. These efficiencies are
generally between 50% and 80%, depending on the reaction and the approach used to generate the complete
events. For each reaction separately, the minimum and maximum IMF measurement efficiencies obtained
from the different model calculations are multiplied by the IMF multiplicities obtained from the statistical
evaporation code. This defines a range of IMF multiplicities for each reaction presumed to contain the
predictions of the statistical evaporation code including the effects of the experimental inefficiencies.

The average IMF multiplicities in the central 2°Ne+27Al, *°Ar+%5 8¢, 24 Kr+?Nb, and !2°Xe+!3°La
reactions are shown in Figure 2. The experimental values from the two-dimensional ~10% central cut
(on Nengq and K Er) are shown by the solid points, while the values from the two one-dimensional ~10%
cuts (on Ncngs and K Er, separately) are given by the open points. The lines in the upper frames for
each entrace channel are the values predicted by the filtered BUU+Berlin (solid), and BUU+Copenhagen
(dashed) calculations. For the *Ar+*®Se reactions only, the upper frame also includes the predictions of
the filtered QMD+Copenhagen caleulations, which were run under the same assumptions used to generate
the BUU+Berlin and BUU+Copenhagen events. The lines in the middle frames for each entrance channel
depict the predictions of the filtered Freesco code, which was run for maximum impact parameters of
0.01(Rp + Rr) (solid), 0.20(Rp + Rr) (dashed), and 0.40(Rp + Ry) (dot-dashed). The lower frames include
the predictions of the filtered BUU+Gemini calculations, which were performed for maximum angular
momenta of 104 (solid), 70k (dashed), and 2004 (dot-dashed).

The experimental IMF multiplicities in the central 2’Ne+27Al reactions at beam energies near
and above 100 MeV/nucleon agree with the BUU+Berlin, BUU+Copenhagen, and Freesco calculations.
For lower beam energies in this system, however, the BUU+Berlin and BUU+Copenhagen calculations
overestimate the experimental values. The calculated IMF multiplicities increase slowly with decreasing
maximum impact parameters in the filtered Freesco calculations. The IMF multiplicities obtained from
the filtered BUU+Gemini events increase with increases in the maximum angular momentum allowed
in the calculation. However, even for maximum angular momenta well in excess of that which can be
supported by the systems expected to be formed in the central 2*Ne+27Al collisions, the BUU+Gemini IMF
multiplicities underpredict the experimental values.

The filtered BUU+Berlin and BUU+Copenhagen calculations predict a sharp rise in the IMF
multiplicities for the central °Ar+**Sc reactions near beam energies of 40 MeV/nucleon. The experimental
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Figure 2: The average IMF multiplicities versus the beam energy in the central 2°Ne+27Al, 40Ar+455c,
84Kr+4+93Nb, and !29Xe+1%°La reactions. The points are the experimental results for the events selected by
the two-dimensional ~10% cuts on N,4q and K E7 (solid squares), the one-dimensional ~10% Npgq cuts (open
circles), and by the one-dimensional ~10% K Ep cuts {open triangles). The lines depict the results from the

various filtered model calculations (see text).
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IMF multiplicities for these reactions exhibit such a rise for beam energies somewhere between 25 and
35 MeV/nucleon. These two approaches significantly underestimate the experimental IMF multiplicities
below 35 MeV/nucleon, and reasonably reproduce the experimental values for larger beam energies. The
38 Ar+15Sc QMD+Copenhagen calculations predict about a factor of two fewer IMFs on average than
observed experimentally in the “°Ar+**Sc reactions for all beam energies. These QMD+Copenhagen
predictions are quite insensitive to the maximum allowed impact parameter (from zero to 4 fm), the
stiffness of the equation of state used in the QMD phase, or the radius of the critical freeze-out volume
assumed in the subsequent Copenhagen calculation.

The filtered Freesco calculations predict a sharp rise in the IMF multiplicities near 35-45
MeV/nucleon, depending on the impact parameter region allowed in the calculation. These calculations gen-
erally reproduce the experimental results at beam energies above ~45 MeV/nucleon if bmq-$0.2(Rp + Rr),
and again lead to significant underestimates at lower beam energies. The BUU+Gemini calculations
signiﬁcantly underestimate the experimental IMF multiplicities for all three values the maximum angular
momenta allowed in these calculations and for all beam energies.

The conclusions drawn for the central 3Kr+°*Nb and 2°Xe+'#°La reactions are generally similar
to those drawn from the central *°Ar+%Sc reactions. The BUU+Berlin and BUU+Copenhagen calculations
underestimate the experimental IMF multiplicities at the lowest available beam energies, and provide a
better reproduction of the experimental values at larger beam energies. The filtered Freesco calculations
give a reasonable description on the IMF multiplicities for all of the available beam energies in these
entrance channels. The BUU+Gemini calculations again lead to underestimates for all beam energies and
maximum angular momenta allowed in the calculation.
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Figure 3: The average IMF multiplicities versus the beam energy experimentally measured using the two di-
mensional ~10% central cuts (solid points), and calculated using the statistical evaporation model of Ref. [12]
(shaded regions).

The comparison of the experimental IMF multiplicities and those from the statistical evaporation
code of Ref. [12], following the approximate treatment of the experimental inefficiencies, is shown in
Figure 3. For all of the reactions studied in this analysis, these calculations significantly underpredict
the observed IMF multiplicities. This underprediction is similar to that from the filtered BUU+Gemini
calculations.



In this article, predictions for the average multiplicities of IMFs in small impact parameter colli-
sions were obtained from a variety of theoretical model codes. These predictions were filtered through a
detailed software replica of the experimental apparatus. The average IMF multiplicities obtained from the
various sequential binary models were always less than those obtained from the multifragmentation mod-
els. The experimental results were generally more accurately described by the multifragmentation models,
with notable exceptions from some of these models for beam energies near and below ~35 MeV/nucleon.
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