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#### Abstract

This dissertation focuses on the study of the nuclear equation of state, with an emphasis on the extraction of effective mass splitting between neutron and proton. A series of experiments was proposed and approved to use the neutron-to-proton ( $n / p$ ) ratios from heavy-ion collisions as a probe to constrain the nuclear equation of state. The latest experiments were carried out at the National Superconducting Cyclotron Laboratory (NSCL) using three detection systems: the Microball, for extracting impact parameter information, the HiRA10 silicon array, for detecting light charged particles from hydrogen to helium isotopes, and the vLANA neutron wall, for measuring neutrons.

Each of the two calcium isotope beams, ${ }^{40} \mathrm{Ca}$ and ${ }^{48} \mathrm{Ca}$, were delivered at two different energies, $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$, and targeted onto stationary targets. These targets were enriched with either nickel isotopes, ${ }^{58} \mathrm{Ni}$ and ${ }^{68} \mathrm{Ni}$, or tin isotopes, ${ }^{112} \mathrm{Sn}$ and ${ }^{124} \mathrm{Sn}$, to produce a range of isospin asymmetries, $(N-Z) / A$, with values ranging from 0.02 to 0.14 . A total of 16 beam-target configurations were explored in the experiment, but this dissertation primarily analyzes beam-target pairs with the extreme asymmetry values, specifically, ${ }^{40} \mathrm{Ca}+$ ${ }^{58} \mathrm{Ni},{ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni},{ }^{40} \mathrm{Ca}+{ }^{112} \mathrm{Sn}$, and ${ }^{48} \mathrm{Ca}+{ }^{124} \mathrm{Sn}$, at both beam energies.


Key findings include the successful reconstruction of light charged particle spectra with HiRA10 and the revelation of the isoscaling property across the entire measured range. The isoscaling of charged particles enables the construction of pseudo-neutron and corresponding coalescence-invariant (CI) neutron spectra. Due to large systematic errors, the CI $n / p$ ratios from one single reaction may not be reliable. These limitations were greatly mitigated by constructing the double ratio of CI $n / p$ ratios from the most and the least neutron-rich systems. The double ratio was then analyzed through a Bayesian framework informed by the Improved Quantum Molecular Dynamics (ImQMD) model, showing sensitivity to the nucleon effective mass splitting.

The second part of this work dedicated significant effort towards the calibration and data analysis of vLANA, a neutron wall array equipped with a veto wall to discriminate
against charged particles. The in-depth calibration resulted in improvements in accuracy, precision, and effective handling of large variety of data obtained over a period of two months when the experiments were performed. The intrinsic efficiency of neutron detection was evaluated through a sophisticated simulation using a newly developed neuSIM4 code. The study culminated with the presentation of neutron spectra for the $\mathrm{Ca}+\mathrm{Ni}$ systems at incident energy of $140 \mathrm{MeV} / \mathrm{u}$, confirming the isoscaling property of neutrons. Furthermore, the substitution of pseudo-neutrons with actual reconstructed neutrons in the CI $n / p$ double ratio suggested $\Delta m_{n p}^{*} / \delta=-0.10 \pm 0.09$, aligning with the findings from the light charged particle analysis and previous works.

In summary, the methodology developed in this dissertation paves a way for future investigations of effective mass splitting, contributing to our understanding of the nuclear equation of state. It also underscores the need for ongoing collaboration with theorists and calls for further exploration using other theoretical models.
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## CHAPTER 1

## INTRODUCTION

Navigating the intricacies of an atom's nucleus reveals a rich, complex landscape of nuclear physics. This thesis embarks on a journey into these depths, focusing especially on experimental efforts to measure neutrons and charged particles resulting from heavy-ion collisions. The comparison of these measurements with theoretical predictions provides valuable insights into nucleon effective mass splitting.

Our exploration begins with a comprehensive overview of the fundamental concepts and theories, building towards an understanding of nucleon effective mass and its implications. Subsequently, we turn our attention to heavy-ion collision, a terrestrial tool for probing the nature of nuclear matter. From these collisions, we derive observables that serve as sensitive probes for the nuclear equation of state and effective mass splitting. The chapter concludes with a detailed roadmap of the thesis.

### 1.1 Equation of state and nuclear matter

An equation of state (EOS) is a function, often rooted in theory or empirical observation, which describes the state of matter under a specific set of physical conditions. It achieves this by establishing relationships between thermodynamic variables, such as pressure, volume, temperature, and internal energy. Examples in thermodynamics include the ideal gas law and the van der Waals equation, which describe the behavior of gases and liquids without the need to track the exact trajectories and positions of individual molecules. The concept of EOS is wide-ranging in its application, found in fields from thermodynamics to astrophysics, providing a theoretical foundation necessary to comprehend the properties and behavior of various forms of matter.

Within the realm of nuclear physics, the EOS is also applied to describe nuclear matter. Like its counterparts in other fields, a nuclear EOS needs to be able to reproduce the observed properties of matter without having to replicate the kinematics of individual neutrons and protons.

### 1.1.1 Liquid-drop model

Introduced by George Gamow in 1930, the liquid-drop model offers a means to understand the structure and behavior of atomic nuclei [1]. It emerged during a period of groundbreaking advancements in nuclear physics, drawing on the conceptual framework of classical physics and incorporating elements from the then-nascent field of quantum mechanics. By comparing an atomic nucleus to a droplet of liquid, the model simplifies the complexity of an atomic nucleus into a few state variables. It presents an intuitive understanding of collective motion in a nucleus, allowing for the use of familiar principles of classical mechanics.

This model presupposes a spherical shape for nuclei, an assumption which, while not always exact, provides a first-order approximation facilitating analysis and prediction. Despite its oversimplifications and inherent limitations, the liquid-drop model is a valuable pedagogical tool in nuclear physics till this day. It is often employed as an initial step for understanding more intricate models, such as the nuclear shell model, and serves as a foundational base in the study of nuclear deformation, fission, and heavy-ion collisions (HIC).

The state variables in this model include the proton number $Z$, the neutron number $N$, the mass number $A=N+Z$, and the binding energy $\operatorname{BE}(N, Z)$. To specify a nucleus, it is only necessary to know two of the three numbers $N, Z$, and $A$. Throughout this thesis, we will use variable pairs such as $(N, Z)$ and $(A, Z)$ interchangeably to refer to a nucleus, with the understanding that the third number is determined by the other two.

Building on Gamow's initial proposal, Carl Friedrich von Weizsäcker formulated the semi-empirical mass formula (SEMF) in 1935 [2], sometimes referred to as the Weizsäcker formula. This equation varies slightly in different literature, but generally takes the following form:

$$
\begin{equation*}
\operatorname{BE}(N, Z)=\alpha_{V} A-\alpha_{S} A^{2 / 3}-\alpha_{C} \frac{Z(Z-1)}{A^{1 / 3}}-\alpha_{A} \frac{(N-Z)^{2}}{A}+\alpha_{P} \frac{1}{A^{1 / 2}} \tag{1.1}
\end{equation*}
$$

where $\alpha_{V}, \alpha_{S}, \alpha_{C}, \alpha_{S}$ are empirical parameters obtained by fitting to existing nuclide mass. Each of these terms represents different physical phenomenon:

- $+\alpha_{V} A$ represents the volume term, which considers the nucleus as a homogeneous
sphere where each nucleon interacts only with its nearest neighbors.
- $-\alpha_{S} A^{2 / 3}$ is the surface energy term, accounting for the fact that nucleons on the surface have fewer neighboring nucleons.
- $-\alpha_{C} \frac{Z(Z-1)}{A^{1 / 3}}$ represents the Coulomb term, resulting from the repulsive force between protons.
- $-\alpha_{A} \frac{(N-Z)^{2}}{A}$ is the asymmetry term, expressing the energy cost associated with unequal numbers of neutrons and protons as a consequence of the Pauli exclusion principle.
- $+\alpha_{P} \frac{1}{A^{1 / 2}}$ is the pairing term, which accounts for the spin coupling of nucleons.

It is crucial not to underestimate the limitations of this model. Liquid-drop model does not consider the shell structure, deformation, and it is unable to predict the binding energy of unstable nuclei accurately. It also performs inadequately for light nuclei, where the droplet metaphor becomes less applicable due to the small number of nucleons and the much larger contributions from the surface effects.

| coefficient | value $(\mathrm{MeV})$ |
| :---: | :--- |
| $a_{V}$ | 14.64 |
| $a_{S}$ | 14.08 |
| $a_{C}$ | 0.64 |
| $a_{A}$ | 21.07 |
| $a_{P}$ | $\begin{cases}+11.54 & \text { if }(N, Z) \text { is even-even } \\ -11.54 & \text { if }(N, Z) \text { is odd-odd } \\ 0 & \text { if }(N, Z) \text { is even-odd or odd-even } \\ \hline\end{cases}$ |

Table 1.1 Values of coefficients in the semi-empirical mass formula (SEMF) as reported in [3]. The value of the $a_{P}$ coefficient in the pairing term varies based on the parities of $N$ and $Z$.

The SEMF coefficient values depend on the mass data used and the fitting method. Table 1.1 presents a set of coefficients obtained by fitting to 2166 isotopes in AME2016
[4, 5] with $A \geq 50$ as reported in [3]. Isotopes with $A<50$ are excluded, aligning with the acknowledged limitation of the SEMF for light nuclei.

### 1.1.2 Nuclear equation of state

Nuclear matter is theoretical construct of an infinite system of nucleons with homogeneous neutron and proton densities. Despite being an idealized medium, it offers important insights into the dynamics of heavy-ion collisions (HICs) $[6,7,8,9,10,11]$ and the structure of neutron stars $[12,13,14,15,16]$. In this model, Coulomb interactions are assumed to be absent and the isospin formalism is employed.

Nuclear matter is essentially a quantum many-body system composed of two types of fermions, the neutron and proton. Despite their differing electric charges, these fermions share similar masses ( $939.6 \mathrm{MeV} / \mathrm{c}^{2}$ for the neutron and $938.3 \mathrm{MeV} / \mathrm{c}^{2}$ for the proton) and exhibit indistinguishable behavior under the strong interaction. This property motivates the introduction of Wigner's isotopic spin [17], more commonly known as isospin, which encapsulates the neutron-proton exchange symmetry. Under this formalism, the neutron and proton are treated as two states of the same particle, the nucleon, with an isospin of $1 / 2$. The convention in nuclear physics denotes the neutron and proton with isospin projections of $+1 / 2$ and $-1 / 2$, respectively [18].

In nuclear matter, the energy per nucleon $E / A=\mathcal{E}=\mathcal{E}(\rho, \delta)$ depends on both the baryon density,

$$
\begin{equation*}
\rho=\rho_{n}+\rho_{p}, \tag{1.2}
\end{equation*}
$$

and the isospin asymmetry,

$$
\begin{equation*}
\delta=\frac{\rho_{n}-\rho_{p}}{\rho} \tag{1.3}
\end{equation*}
$$

where $\rho_{n}$ and $\rho_{p}$ denote the neutron and proton number densities, respectively. $\mathcal{E}$ is often expressed as a Taylor expansion in $\delta$ about the symmetric nuclear matter (SNM) at $\delta=0$ :

$$
\begin{equation*}
\mathcal{E}(\rho, \delta)=\mathcal{E}_{\mathrm{SNM}}(\rho)+S(\rho) \delta^{2}+\mathcal{O}\left(\delta^{4}\right) \tag{1.4}
\end{equation*}
$$

where $\mathcal{E}_{\mathrm{SNM}}(\rho) \equiv \mathcal{E}(\rho, 0)$ and $S(\rho)$ denotes the symmetry energy. Contrary to its name, the
symmetry energy characterizes the contribution due to the presence of asymmetry, drawing a parallel to the asymmetry term in the SEMF.

It is worth noting the absence of odd powers of $\delta$ in Equation 1.4. This absence can be understood in terms of isospin symmetry, as the nuclear interaction does not significantly favor either protons or neutrons. Mathematically, this translates to the fact that the system's energy would not change under a transformation that swaps protons and neutrons. In reality, protons, unlike neutrons, carry an electric charge and experience additional Coulomb repulsion. This condition breaks the symmetry between protons and neutrons, altering the behavior of nuclear matter. The Coulomb interaction is typically considered as a separate term or correction in nuclear physics calculations [19, 20, 21].

To better understand $\mathcal{E}_{\text {SNM }}$, it is common to consider its Taylor expansion in $\rho$ about $\rho_{0}$ :

$$
\begin{equation*}
\mathcal{E}_{\mathrm{SNM}}=E_{0}+\frac{1}{2} K_{0} x^{2}+\frac{1}{6} Q_{0} x^{3}+\mathcal{O}\left(x^{4}\right) \tag{1.5}
\end{equation*}
$$

where $\rho_{0}$ is defined as the saturation density of SNM such that

$$
\begin{equation*}
\left.\frac{\partial \mathcal{E}_{\mathrm{SNM}}}{\partial \rho}\right|_{\rho=\rho_{0}}=0 \tag{1.6}
\end{equation*}
$$

and $x$ is a dimensionless parameter introduced as

$$
\begin{equation*}
x \equiv \frac{\rho-\rho_{0}}{3 \rho_{0}} \tag{1.7}
\end{equation*}
$$

Here, the factor of 3 in the denominator arises from historical convention. Prior studies in the early 1960s [22, 23] adopted internucleonic separation $r$ as the variable for expanding $E / A$ rather than $\rho$, which is more commonly used today. Hence, for consistency, the secondorder coefficient is expressed as $3^{2} \rho^{2} \frac{\partial^{2} \mathcal{E}}{\partial \rho^{2}}$. The general form of the $n$ th-order coefficient in Equation 1.5 is then given by

$$
\begin{equation*}
\left.3^{n} \rho_{0}^{n} \frac{\partial^{n} \mathcal{E}_{\mathrm{SNM}}}{\partial \rho^{n}}\right|_{\rho=\rho_{0}}, \tag{1.8}
\end{equation*}
$$

which always has a unit of energy.
The terms within the expansion have distinct physical interpretations. The leading term
$E_{0}$ represents the energy per nucleon of SNM at $\rho_{0}$. Experimentally, $E_{0} \approx-16 \mathrm{MeV}$ and $\rho_{0} \approx 0.16 \mathrm{fm}^{-3}$ have long been established from the properties of stable nuclei. While the linear term is absent, it is worth noting its relation to the pressure of SNM,

$$
\begin{equation*}
P_{\mathrm{SNM}}=-\frac{\partial E_{\mathrm{SNM}}}{\partial V}=\rho^{2} \frac{\partial \mathcal{E}_{\mathrm{SNM}}}{\partial \rho} \tag{1.9}
\end{equation*}
$$

where $V$ denotes volume and $E_{\mathrm{SNM}}=A \mathcal{E}_{\mathrm{SNM}}$ is the total energy. At equilibrium $\left(\rho=\rho_{0}\right)$, the pressure of SNM is expected to vanish. The quadratic term in the expansion corresponds to the incompressibility coefficient,

$$
\begin{equation*}
K_{0}=\left.9 \rho_{0}^{2} \frac{\partial^{2} \mathcal{E}_{\mathrm{SNM}}}{\partial \rho^{2}}\right|_{\rho=\rho_{0}} . \tag{1.10}
\end{equation*}
$$

Giant monopole resonance (GMR) measurements have led to estimates of $K_{0}=230 \pm 30 \mathrm{MeV}$ $[23,24,25,26,27]$. Lastly, the cubic term,

$$
\begin{equation*}
Q_{0}=\left.27 \rho_{0}^{3} \frac{\partial^{3} \mathcal{E}_{\mathrm{SNM}}}{\partial \rho^{3}}\right|_{\rho=\rho_{0}} \tag{1.11}
\end{equation*}
$$

is associated with skewness. Current experimental data provide insufficient constraint for its value [28].

### 1.1.3 Symmetry energy

The symmetry energy is a fundamental quantity in nuclear physics that characterizes the energy cost associated with creating neutron-proton asymmetry in nuclear matter. Analogously to the expansion of $\mathcal{E}_{\text {SNM }}$ in Equation 1.5, the symmetry energy,

$$
\begin{equation*}
\left.S(\rho) \equiv \frac{1}{2} \frac{\partial^{2} \mathcal{E}(\rho, \delta)}{\partial \delta^{2}}\right|_{\delta=0} \tag{1.12}
\end{equation*}
$$

can be similarly expanded in $\rho$ about $\rho_{0}(x=0)$ :

$$
\begin{equation*}
S(\rho)=S_{0}+L x+\frac{1}{2} K_{\mathrm{sym}} x^{2}+\frac{1}{6} Q_{\mathrm{sym}} x^{3}+\mathcal{O}\left(x^{4}\right), \tag{1.13}
\end{equation*}
$$

where the coefficients are given by

$$
\begin{align*}
S_{0} & =S\left(\rho_{0}\right)  \tag{1.14}\\
L & =\left.3 \rho_{0} \frac{\partial S(\rho)}{\partial \rho}\right|_{\rho=\rho_{0}},  \tag{1.15}\\
K_{\mathrm{sym}} & =\left.9 \rho_{0}^{2} \frac{\partial^{2} S(\rho)}{\partial \rho^{2}}\right|_{\rho=\rho_{0}}  \tag{1.16}\\
Q_{\mathrm{sym}} & =\left.27 \rho_{0}^{3} \frac{\partial^{3} S(\rho)}{\partial \rho^{3}}\right|_{\rho=\rho_{0}} . \tag{1.17}
\end{align*}
$$

Here, $S_{0}$ denotes the magnitude of the symmetry energy at the saturation density $\rho_{0}$, sometimes also represented as $J[28,29]$. Since the first-order term of $\mathcal{E}_{\text {SNM }}$ vanishes, the linear term $L$ is proportional to the pressure of nuclear matter at $\rho_{0}$. $L$ is also known as the slope parameter. $K_{\text {sym }}$ and $Q_{\text {sym }}$ are known as the curvature and skewness parameters, respectively. The higher-order terms beyond $Q_{\text {sym }}$ have been neglected in this expansion.

Despite its fundamental role in diverse nuclear and astrophysical phenomena, symmetry energy remains one of the least constrained aspects of the nuclear equation of state. A plethora of laboratory experiments have strived to constrain $S(\rho)$ at sub-saturation densities ( $\rho \lesssim \rho_{0}$ ), with $\rho \approx \frac{2}{3} \rho_{0}$ being the most well-constrained density region based on mass measurements. These include investigations of the excitation energies of Isobaric Analog States (IAS) [30], Pygmy Dipole Resonances (PDR) [31, 32], and electric dipole polarizability studies [33, 34]. These techniques, along with studies of isospin diffusion in heavy-ion collisions (HICs) [35, 36, 37], have provided valuable insights into the behavior of $S(\rho)$ at sub-saturation densities.

In the supra-saturation density regime ( $\rho \gtrsim \rho_{0}$ ), the symmetry energy becomes even more elusive. Despite the challenges, understanding the symmetry energy at supra-saturation densities is of paramount importance, particularly in the context of neutron stars, which exist in a high-density environment beyond normal nuclear densities. Neutron stars, partially supported against further gravitational collapse by the neutron degeneracy pressure due to the Pauli exclusion principle, require the repulsive nuclear forces from the symmetry energy
to exist beyond $0.7 M_{\odot}[38,39]$, a maximum mass limit first established by Oppenheimer and Volkoff in 1939 using a simple degenerate cold Fermi gas model [40].

Modern observations indicate that neutron stars typically have masses around $1.4 M_{\odot}$, and current observed neutron star masses range from $\sim 1.2 M_{\odot}$ to $\sim 2.2 M_{\odot}[41,42,43,44]$, far exceeding the maximum mass limit supported by neutron degeneracy pressure alone. Therefore, $S(\rho)$ significantly influences the structural properties of neutron stars [45], including the radius [44, 46], moment of inertia [47, 48], and cooling mechanisms [49, 50]. The landmark observation of a neutron star merger event, GW170817 [51], underscored the critical importance of the symmetry energy in accurately characterizing these extraordinary astrophysical laboratories [52, 53, 54].


Figure 1.1 The $x$-axis represents the baryon density relative to $\rho_{0}$, and the $y$-axis represents the symmetry energy $S(\rho)$ in MeV . Various curves represent different Skyrme parametrization of symmetry energy used in [55]. The cyan shaded region is constrained from heavy-ion collision experiments. This figure is taken from [56].

Figure 1.1 offers an illustrative snapshot of the density dependence of symmetry energy based on a select set of parametrizations from [55]. The cyan shaded region represents constraints from HIC experiments. A band of constraints at sub-saturation densities is
emerging, with the most stringent constraint at $\rho \sim 0.7 \rho_{0}$ indicating a symmetry energy of $\sim 27 \mathrm{MeV}$. For densities far above $\rho_{0}$ or below $0.7 \rho_{0}$, the symmetry energy remains largely unconstrained. Nonetheless, our understanding of the symmetry energy continues to be refined as new experimental data and theoretical insights become available.

Despite being a cornerstone of nuclear physics and astrophysics, the symmetry energy still harbors numerous mysteries, particularly regarding its high-density behavior. The properties of neutron stars do give us insight into the total pressure of these high-energy systems, but a comprehensive understanding of nuclear physics is necessary to decipher what fraction of this pressure arises from the symmetry energy, and what fraction comes from the symmetry matter EoS. Continued theoretical and experimental investigations, along with developments in neutron star astrophysics and gravitational wave astronomy, are essential for unraveling these mysteries and thus deepening some of our understanding of the dense matter equation of state.

### 1.1.4 Effective mass

Although nuclear EOS is useful in outlining the bulk or macroscopic properties of nuclear matter, it does not provide detailed description regarding the individual behavior of nucleons. $A b$ initio calculations on nuclear many-body systems present a potential alternative. However, such calculations are not only computationally intensive and often limited to smaller systems, but they are also influenced by our limited understanding of the high-density behavior of three and four-body interactions [57]. Even approximations such as the Chiral effective field theory, which applies a high momentum cutoff, are not exempt from these challenges. Thus, an approach that balances computational feasibility and accurate reflection of individual nucleonic behavior within nuclear matter is sought.

One common approach that addresses this balance is the mean-field theory. This approximation theory allows us to view nucleons as moving independently within an averaged potential field. Various theories, such as the Hartree-Fock (HF) theory [58, 59], its extension the Skyrme-Hartree-Fock (SHF) [60], and the more complex Dirac-Brueckner Hartree-Fock
(DBHF) theory [61], have been developed within this framework. A distinctive feature of these phenomenological theories is their flexibility. Their interactions can be adjusted to change their high-density behavior without significantly affecting their low-density predictions, making them versatile tools for studying nuclear matter.

Inside a mean-field potential, the behavior of nucleons can be understood as though they possess a mass different from their free mass. This understanding led to the introduction of the concept of an effective mass, first proposed by K. A. Brueckner in 1955 [62]. The effective mass was introduced to explain the momentum dependence of the single-nucleon potential, $U_{\tau}(\rho, \delta, k)$, in nuclear matter with density $\rho$ and isospin asymmetry $\delta$. Here, $U_{\tau}$ depends explicitly on the momentum $k$ (wavenumber), and the subscript $\tau$ denotes the nucleon type, which can be either neutron $(n)$ or proton $(p)$. To motivate the definition of effective mass, we consider the Hamiltonian of a nucleon,

$$
\begin{equation*}
\mathcal{H}=\frac{k^{2}}{2 m_{\tau}}+U_{\tau}(\rho, \delta, k), \tag{1.18}
\end{equation*}
$$

in which the natural unit $\hbar=1$ is used, and $m_{\tau}$ denotes the nucleon free mass. To write the Hamiltonian equation, we differentiate the Hamiltonian with respect to momentum:

$$
\begin{align*}
\frac{\partial \mathcal{H}}{\partial k} & =\frac{k}{m_{\tau}}+\frac{\mathrm{d} U_{\tau}(\rho, \delta, k)}{\mathrm{d} k}  \tag{1.19}\\
& =\frac{k}{m_{\tau}}\left(1+\frac{m_{\tau}}{k} \frac{\mathrm{~d} U_{\tau}}{\mathrm{d} k}\right) . \tag{1.20}
\end{align*}
$$

This motivates the definition of effective mass as $[63,64,65]$

$$
\begin{equation*}
m_{\tau}^{*} \equiv m_{\tau}\left(1+\left.\frac{m_{\tau}}{k_{F}^{(\tau)}} \frac{\mathrm{d} U_{\tau}}{\mathrm{d} k}\right|_{k=k_{F}^{(\tau)}}\right)^{-1} \tag{1.21}
\end{equation*}
$$

which is conventionally evaluated at the Fermi momentum $k_{F}^{(\tau)}$.
From Equation 1.21, it can be seen that the effective mass $m_{\tau}^{*}$ is a function of both density $\rho$ and isospin asymmetry $\delta$. When comparing the values of effective masses from empirical data and theoretical calculations, it is common to quote the values at the saturation density $\rho_{0} \approx 0.16 \mathrm{fm}^{-3}$. Throughout this thesis, it is understood that when $m_{\tau}^{*}$ is quoted for a single
value, it is the value at $\rho_{0}$; otherwise, $m_{\tau}^{*}$ is assumed to be a function of $\rho$. The dependence on $\delta$ can be removed by introducing the isoscalar and isovector effective masses, $m_{s}^{*}$ and $m_{v}^{*}$, respectively. In the limit of SNM $(\delta=0)$, neutron-proton exchange symmetry implies $m_{n}^{*}=m_{p}^{*} \equiv m_{s}^{*}$. For general values of $\delta$, the conversion between ( $m_{s}^{*}, m_{v}^{*}$ ) and ( $m_{n}^{*}, m_{p}^{*}$ ) is given by [66]

$$
\begin{equation*}
\frac{1}{m_{\tau}^{*}}=\frac{2 \rho_{\tau}}{\rho} \frac{1}{m_{s}^{*}}+\left(1-\frac{2 \rho_{\tau}}{\rho}\right) \frac{1}{m_{v}^{*}} \tag{1.22}
\end{equation*}
$$

where $\rho_{\tau}$ denotes the baryon density of type $\tau=n, p$. By definition, both $m_{s}^{*}$ and $m_{v}^{*}$ are independent of $\delta$, which sometimes make them more convenient to work with when comparing nuclear systems with different isospin asymmetries.

In recent times, a significant amount of scientific attention has been directed towards understanding the nuances of effective masses in neutron-rich matter, particularly focusing on the neutron-proton effective mass splitting:

$$
\begin{equation*}
\Delta m_{n p}^{*} \equiv \frac{m_{n}^{*}-m_{p}^{*}}{m_{N}} \tag{1.23}
\end{equation*}
$$

where $m_{N}$ is the free nucleon mass. The neutron-proton effective mass splitting bears significant relevance to a diverse range of phenomena in nuclear physics and astrophysics. Gerry Brown and his colleagues, half a century ago, noted with surprise, "It seems strange to us that people making calculations in nuclear matter do not worry about this point, however, since it remains in direct conflict with our conclusions, unless understood as a specific effect of the finiteness" [67]. Regrettably, despite its profound significance, the neutron-proton effective mass splitting remains elusive, particularly regarding its sign and magnitude, which have been long-standing subjects of contention and debate in the field. This enduring uncertainty has led to a variety of responses and interpretations, underscoring the complexity of the issue [68]. Certain microscopic calculations, such as the Landau-Fermi liquid theory [69] and the non-relativistic Brueckner-Hartree-Fock (BHF) method [70], have indicated that $\Delta m_{n p}^{*}>0$. On the contrary, calculations based on relativistic mean-field (RMF) theory and DBHF theory $[71,72]$ suggest $\Delta m_{n p}^{*}<0$.

An in-depth study of nucleon effective masses in neutron-rich matter can shed light on many unresolved aspects. For instance, the equilibrium neutron-proton ratio in primordial nucleosynthesis is influenced by $\Delta m_{n p}^{*}$ [73]. Furthermore, it is vital for comprehending the properties of neutron stars [74, 75, 76], properties of mirror nuclei [77], the determination of the neutron and proton drip-lines [78], and various isospin-sensitive observables in heavy-ion collisions (HICs) [79, 80, 81, 82, 83].

Given that $\Delta m_{n p}^{*}$ depends on the isospin asymmetry $\delta$, it may sometimes be more convenient to work with [84]

$$
\begin{equation*}
f_{I} \equiv \frac{m_{N}}{m_{s}^{*}}-\frac{m_{N}}{m_{v}^{*}} \tag{1.24}
\end{equation*}
$$

which is independent of $\delta$. The conversion between $\Delta m_{n p}^{*}$ and $f_{I}$ can be deduced from Equation 1.22 as

$$
\begin{align*}
\Delta m_{n p}^{*} & =-2 \delta f_{I} \cdot \frac{1}{m_{N}^{2}}\left[\frac{1}{\left(m_{s}^{*}\right)^{2}}-\delta^{2}\left(\frac{m_{s}^{*}-m_{v}^{*}}{m_{s}^{*} m_{v}^{*}}\right)^{2}\right]^{-1}  \tag{1.25}\\
& \approx-2 \delta f_{I} \cdot\left(\frac{m_{s}^{*}}{m_{N}}\right)^{2} \tag{1.26}
\end{align*}
$$

Here, an approximation has been made by neglecting the second term in the square brackets, which is justified for small values of $\delta<1$. This formulation allows us to quote the numerical value of $\Delta m_{n p}^{*}$ in units of $\delta$, facilitating a more direct comparison with data extracted from nuclear systems with different isospin asymmetries.

As we further navigate through this thesis, we will highlight experimental efforts to measure neutron-to-proton ratios $(n / p)$ derived from heavy-ion collisions. These ratios provide crucial insights enabling us to constrain neutron-proton effective mass splitting by employing a Bayesian framework informed by the Improved Quantum Molecular Dynamics (ImQMD) model [85].

### 1.2 Heavy-ion collisions

Heavy-ion collisions (HICs) are instrumental in nuclear physics for exploring the properties of nuclear matter under extreme conditions of high density and temperature. These collisions
essentially create a miniature cosmic "laboratory", enabling the investigation of nuclear matter properties beyond the saturation density at $\rho_{0} \approx 0.16 \mathrm{fm}^{-3}$, which is typical in the core of stable nuclei.


Figure 1.2 Schematic representation of a heavy-ion collision between two nuclei, adopted from [86]. The figure illustrates the progression of the collision over time: from the initial trajectories of the nuclei (left) to the formation of a high-density region (middle) and ultimately the development of transverse pressure (right). The bottom and back panels respectively depict contours of constant density in the reaction plane ( $x z$-plane) and the transverse plane ( $x y$-plane).

Studying the complex interplay between compression and expansion dynamics during a collision can provide crucial insights into the EOS. As illustrated in Figure 1.2, a significant aspect of these dynamics is the role played by spectators and participants in shaping the collision. Spectators are nucleons that largely bypass the primary collision zone without substantial interaction, continuing along their initial trajectory. They are represented by the magenta arrows in the three-dimensional schematic. Conversely, participants are the nucleons that actively engage in the collision, contributing to the formation of a high-density region near the collision vicinity. The participation of these nucleons establishes significant
pressure gradients, particularly in transverse directions, as depicted in the back panel and by the red arrows in the three-dimensional schematic.

The dynamic interplay between participants and spectators during a collision results in the emergence of a strongly interacting system, which is characterized by the redistribution of nucleons and momentum transfer, eventually causes an outward flow of particles from the high-density region. Particles emitted from this region would encode information about the nuclear EOS and other nuclear matter properties at high densities, giving us valuable observables in HIC experiments.

### 1.2.1 Spectral yield ratios

HICs serve as a potent tool to investigate the density dependence of the symmetry energy and the momentum dependence of the symmetry potential. One common HIC observables that is sensitive to these properties is the spectral yield ratios of particles emitted during the collision. The spectral yield of a particle, denoted as $Y$, is defined as the number of particles emitted per unit phase space volume, averaged over all collision events. This yield is typically represented as a function (spectrum) of energy and transverse momentum.

In nuclear physics, there are several spectral yield ratios commonly used to probe the nuclear EOS, including the neutron-to-proton ratio $n / p[87,88,89,90]$, the pion ratio $\pi^{-} / \pi^{+}$ [91, 92, 93], and the kaon ratio $K^{0} / K^{+}[94]$. To differentiate with the double ratio that will be introduced later in this section, we refer to these ratios as single ratios. In this thesis, we primarily focus on analyzing the the $n / p$ single ratio,

$$
\begin{equation*}
\mathrm{SR}_{n / p} \equiv \frac{Y_{n}}{Y_{p}} \tag{1.27}
\end{equation*}
$$

This ratio serves as a direct measure of the relative production rates of neutrons and protons within various segments of the phase space. Nucleons with different isospin states, i.e., neutrons and protons, experience symmetry potentials of opposite signs. Consequently, a variation in the $n / p$ ratio would offer valuable insights into the behavior of nuclear matter under different isospin asymmetries, effectively probing the symmetry energy.

The changes in the $n / p$ single ratio can sometimes be qualitatively understood by visualizing the nucleons in the collision as classical entities. For instance, when $\Delta m_{n p}^{*}<0$, high-momentum neutrons emitted from the compressed participant region experience a more repulsive potential, which results in a higher acceleration process for neutrons than for protons with the same momentum which tends to enhance the $n / p$ ratio at high momentum. Conversely, when $\Delta m_{n p}^{*}>0$, the acceleration of protons is enhanced, leading to a lower ratio [83]. However, interpreting the $n / p$ single ratio is not always straightforward. Hence, modeling the intricate dynamics of HICs and interpreting these observables necessitates the use of transport models. These models provide a semi-classical description of the dynamics of nuclear collisions by tracking nucleons and other particles. One such model is the Quantum Molecular Dynamics (QMD) model [95, 96]. In this work, we employ an improved version of the QMD model, the Improved-QMD (ImQMD), developed initially at the China Institute of Atomic Energy (CIAE) by Prof. Zhuxia Li's research group and later refined by Prof. Yingxun Zhang in the early 2000s [85]. The ImQMD model uses mean-field potentials derived from the Skyrme energy density functional and incorporates explicit momentum dependence.

In addition to the single ratio, another valuable observable is the double ratio. This involves comparing the single ratios from two different reaction systems, labeled as system 1 and system 2. Conventionally, for nuclear-rich systems $(\delta>0)$, the system with larger $\delta$ is denoted as system 2, and the other as system 1. The double ratio is defined as the single ratio of system 2 divided by the single ratio of system 1 ,

$$
\begin{equation*}
\mathrm{DR}_{n / p} \equiv \frac{\mathrm{SR}_{n / p}^{(2)}}{\mathrm{SR}_{n / p}^{(1)}} \tag{1.28}
\end{equation*}
$$

This quantity is particularly useful as it helps to minimize the impact of systematic errors and model uncertainties, thereby providing a more reliable way to interpret experimental data and constrain the nuclear EOS [89, 90].

Collectively, spectral yield ratios play a critical role in exploring HICs, offering key insights into symmetry energy and effective masses. When coupled with modern transport models
like $\operatorname{ImQMD}$, they provide robust tools for understanding the complex dynamics inherent in HICs.

### 1.3 Organization of dissertation

The dissertation is organized into six chapters, including this introductory chapter. Additionally, an extensive bibliography and two appendices are included at the end.

Chapter 2 details the experiments conducted under the designations E15190-E14030. This chapter explores the three detection systems utilized in the experiments: the impact parameter detection system (Microball), the charged-particle detection system (HiRA10), and the neutron detection system (vLANA). Each subsection elaborates on the detector configurations as well as the adaptation strategies to achieve the physics goals of this experiment.

Chapter 3 discusses the results from charged particle detection. It begins with the reconstruction of energy spectra and transverse momentum spectra. An isoscaling analysis is then performed on the transverse momentum spectra for $\mathrm{Ca}+\mathrm{Ni}$ and $\mathrm{Ca}+\mathrm{Sn}$ systems. The coalescence-invariant (CI) spectrum is introduced and used to probe the effective mass splitting using a Bayesian framework informed by the Improved Quantum Molecular Dynamics (ImQMD) model.

Chapter 4 is dedicated to the processing and calibrations of raw data collected by the neutron detection system, vLANA, which include hit position calibration, time-of-flight calibration, preprocessing of analog-to-digital converter (ADC) values, light output calibration, and pulse shape discrimination.

Chapter 5 focuses on the reconstruction of neutron spectra. An in-depth background analysis is presented, detailing scattered neutron background and random background at radio frequency (RF). It then discusses neutron detection efficiencies, including geometric and intrinsic efficiency. The newly developed neuSIM4 code is introduced and used to simulate the light response of vLANA for an accurate determination of intrinsic efficiency. The chapter concludes with the neutron spectra for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$, and updates the
studies on isoscaling and Bayesian analysis from Chapter 3.
Chapter 6 provides a summary of the research discussed in this dissertation work. It encapsulates the key findings, discusses their implications, and offers suggestions for future research in the area.

Following these chapters, a comprehensive bibliography is provided that lists all the literature and resources referred to in the writing of this dissertation.

Lastly, appendices include further details that complement the main chapters.

## CHAPTER 2

## EXPERIMENT E15190-E14030

Two experiment proposals, E15190 and E14030, were accepted to conduct studies at the S2 Vault of the National Superconducting Cyclotron Laboratory (NSCL) in Michigan, USA, now known as the Facility for Rare Isotope Beams (FRIB). This combined experiment, referred to as E15190-E14030 or simply the experiment, ran from early February to late March 2018.


Figure 2.1 Schematic top view plot for the experimental setup. Not to scale.

During the experiment, data were collected in runs. Each run is stored as a binary file, numbered by a four-digit run number. Each run typically lasts 30 minutes, and is manually started and stopped by the experimentalists on shift. Storing data in terms of runs reduces the risk of losing a significant amount of data if the binary files become corrupted due
to unexpected issues with the data acquisition (DAQ) system or other computer software. Between runs, the experimental configuration may change, allowing us to explore the physics under different conditions and beam intensities.

Runs 1000-1999 and 3000-3999 were reserved for testing and calibration. Runs 2000-2999 and 4000-4999 were reserved for real beam data collection, although testing and calibration were still done intermittently in some of these runs. The electronic run log (Elog) contains more detailed information [97]. Runs 2000-2999 took place in February and used the ${ }^{40} \mathrm{Ca}$ beam; runs 4000-4999 took place in March and used the ${ }^{48} \mathrm{Ca}$ beam. Both beam isotopes were delivered at two energies, $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$, giving us a total of $2 \times 2=4$ beam configurations. On the other hand, four isotope-enriched targets, namely ${ }^{58} \mathrm{Ni},{ }^{64} \mathrm{Ni}$, ${ }^{112} \mathrm{Sn}$, and ${ }^{124} \mathrm{Sn}$, were prepared, with their thicknesses listed in Table 2.1. Every target was bombarded by ${ }^{40} \mathrm{Ca}$ and ${ }^{48} \mathrm{Ca}$ at both energies, giving us a total of $4 \times 2 \times 2=16$ beam-target configurations.

Throughout this thesis, we denote the beam-target pairs using the notation, "B + T". For example, ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ implies that the ${ }^{40} \mathrm{Ca}$ beam was used to collide with the ${ }^{58} \mathrm{Ni}$ target. Table 2.2 lists all $4 \times 2=8$ beam-target pairs, along with their corresponding $(N-Z) / A$ values to indicate the asymmetry of the system. These beam-target pairs are often grouped

| target | thickness $\left[\mathrm{mg} / \mathrm{cm}^{2}\right]$ |
| :---: | :---: |
| ${ }^{58} \mathrm{Ni}$ | 5.0 |
| ${ }^{64} \mathrm{Ni}$ | 5.3 |
| ${ }^{12} \mathrm{Si}$ | 6.1 |
| ${ }^{124} \mathrm{Sn}$ | 6.47 |

Table 2.1 Thicknesses of the four isotope-enriched targets.

| $\mathrm{Ca}+\mathrm{Ni}$ |  |  |
| :---: | :---: | :---: |
| beam | target | $(N-Z) / A$ |
| ${ }^{40} \mathrm{Ca}$ | ${ }^{58} \mathrm{Ni}$ | 0.020 |
| ${ }^{40} \mathrm{Ca}$ | ${ }^{64} \mathrm{Ni}$ | 0.077 |
| ${ }^{48} \mathrm{Ca}$ | ${ }^{58} \mathrm{Ni}$ | 0.094 |
| ${ }^{48} \mathrm{Ca}$ | ${ }^{64} \mathrm{Ni}$ | 0.143 |


| $\mathrm{Ca}+\mathrm{Sn}$ |  |  |
| :---: | :---: | :---: |
| beam | target | $(N-Z) / A$ |
| ${ }^{40} \mathrm{Ca}$ | ${ }^{112} \mathrm{Sn}$ | 0.079 |
| ${ }^{40} \mathrm{Ca}$ | ${ }^{124} \mathrm{Sn}$ | 0.146 |
| ${ }^{48} \mathrm{Ca}$ | ${ }^{112} \mathrm{Sn}$ | 0.125 |
| ${ }^{48} \mathrm{Ca}$ | ${ }^{124} \mathrm{Sn}$ | 0.186 |

Table 2.2 Beam-target pairs in this experiment and their corresponding $(N-Z) / A$ values.
into two categories, $\mathrm{Ca}+\mathrm{Ni}$ and $\mathrm{Ca}+\mathrm{Sn}$, depending on the target element. In this work, we only analyze the beam-target pairs in each category with the lowest and the highest $(N-Z) / A$ values within the category, namely, ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni},{ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni},{ }^{40} \mathrm{Ca}+{ }^{112} \mathrm{Sn}$, and ${ }^{48} \mathrm{Ca}+{ }^{124} \mathrm{Sn}$, each at both beam energies. Beam-target pairs with intermediate $(N-Z) / A$ values will be explored in future works.


Figure 2.2 Experimental setup overview, with the chamber opened. LANA, which consists of Neutron wall A (NWA) and Neutron wall B (NWB), is not visible in this photograph. It is installed right behind the Veto wall (VW).

Three detection systems were designed and constructed, namely, the charged-particle detection system (HiRA10), the neutron detection system (vLANA), and the impact parameter detection system (Microball). All detection systems will be discussed in detail in the subsequent sections. The relative positions of the detection systems are shown in Figure 2.1
as a schematic top view plot. Notice that both Microball and HiRA10 are placed inside a thin-wall aluminum chamber. During the experiment, the chamber will be pumped down to a pressure of $\sim 10^{-6}$ to $\sim 10^{-5}$ Torr to allow charged particles reaching the two detection systems with negligible interactions with the air molecules. The vLANA is composed of four components: Forward array (FA), Veto wall (VW), Neutron wall A (NWA), and Neutron wall B (NWB). The Forward array is placed inside the chamber, whereas the other three components are placed outside the chamber. The FA is used to provide a start time from charged particles emitted from the beam projectile, the VW is used to reject charged particles that reach the neutron walls, and the NWA and NWB are used to detect neutrons. Collectively, the NWA and NWB are also known as the Large Area Neutron Array (LANA) [98]. Figure 2.2 shows a photograph of the experimental setup.

### 2.1 Impact parameter detection system - Microball

Microball was originally designed and constructed to be a $4 \pi$ array with 9 concentric rings of $\mathrm{CsI}(\mathrm{Tl})$ scintillators compactly arranged around the target to optimize the detection of light charged particles emitted from beam-target interactions [99].

In this experiment, the Microball is the detector system with the largest solid angle coverage. It is used to measure the charged-particle multiplicity, $N_{c}$, which is then used to quantify the centrality of collisions in terms of impact parameter $b$. Impact parameter is defined to be the transverse distance between the centers of two particles, the beam isotope and the target isotope. We shall discuss how the relation $b=b\left(N_{c}\right)$ is established in detail in subsection 2.1.2. The determination of $b$ is crucial because the centrality of collisions is known to play a role in the determination of nuclear equation of state [86, 100, 101, 102]. Central collisions ( $b \approx 0$ ) tend to result in more violent emission than peripheral collisions $\left(b \approx R_{\text {beam }}+R_{\text {target }}\right)$. In other words, $b$ is expected to have a negative correlation with the number of particles emitted $\mathscr{N}$.

In Figure 2.3, a schematic side view of the Microball is drawn. The beam travels from right to left, which aligns with the $+z$-axis of the Microball. The most forward ring is Ring


Figure 2.3 Schematic side view of the original Microball design, adapted from [99]. Some rings and $\mathrm{CsI}(\mathrm{Tl})$ scintillators are removed for this experiment. See subsection 2.1.1 for details.

1 , spanning $\theta=9.0 \pm 5.0^{\circ}$; the most backward ring is Ring 9 , spanning $\theta=159.0 \pm 12.0^{\circ}$. The scintillators on each ring compactly span the entire azimuthal range of $\phi \in[0,2 \pi]$. All scintillators are facing toward the center of the target, marked by the "+" icon in the figure. The gap between neighboring rings is 0.10 mm , whereas the gap between neighboring scintillators on the same ring is 0.12 mm . The front surface of each scintillator is covered with a thin layer of aluminum foil at a thickness of $0.5-0.9 \mathrm{mg} / \mathrm{cm}^{2}$. This reflective layer serves to protect the scintillator from external light and to increase internal reflection. Additionally, due to the high number of delta electrons emitted in heavy-ion collisions [103], $\mathrm{Sn} / \mathrm{Pb}$ foils are used to cover the scintillators in the forward rings.

The number of scintillators is different for each ring. Table 2.3 tabulates the geometric parameters of the Microball, which is capable of mounting 96 scintillators in total. In each ring, the scintillators are arranged compactly, with the first scintillator numbered as
scintillator 1, centered at $\phi=0^{\circ}$ (top). More specifically, for a ring with $n$ scintillators, each scintillator has a $\delta \phi$ coverage of $360^{\circ} / n$, centered at

$$
\begin{equation*}
\phi_{1}=0^{\circ}, \ldots, \quad \phi_{i}=(i-1) \cdot \frac{360^{\circ}}{n}, \ldots, \quad \phi_{n}=(n-1) \cdot \frac{360^{\circ}}{n} . \tag{2.1}
\end{equation*}
$$

| Ring No. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. of scintillator | 6 | 10 | 12 | 12 | 14 | 14 | 12 | 10 | 6 |
| Distance from center $[\mathrm{mm}]$ | 110 | 80 | 60 | 50 | 50 | 50 | 45 | 47 | 50 |
| Min. $\theta$ [deg] | 4.0 | 14.0 | 28.0 | 44.0 | 60.0 | 80.0 | 100.0 | 123.0 | 147.0 |
| Max. $\theta[\mathrm{deg}]$ | 14.0 | 28.0 | 44.0 | 60.0 | 80.0 | 100.0 | 123.0 | 147.0 | 171.0 |

Table 2.3 Geometric parameters of Microball. Adapted from Table 1 in [99].

### 2.1.1 Adaptation for the experiment

Some rings and scintillators are removed for this experiment. Ring 1 (most forward) and Ring 9 (most backward) are removed to avoid heavy-ion beams directly hitting the Microball. Ring 6 is removed to allow target ladder to be installed. Scintillators 3, 4, 5, 6 in Ring 3, scintillators 4, 5, 6 in Ring 4, and scintillators 4, 5, 6 in Ring 5 are removed to allow charged particles emitted from the target to hit HiRA10 directly. Scintillator 4 in Ring 8 is excluded in the analysis due to bad performance. The final configuration of Microball is shown in Figure 2.4, leaving us $59 \mathrm{CsI}(\mathrm{Tl})$ scintillators in total.

Figure 2.4 also reveals the experimental hit pattern of Microball from an actual data run in spherical coordinates. As expected from kinematics, there are more hits in the scintillators at forward angles ( $\operatorname{small} \theta$ ) than at backward angles (large $\theta$ ). Along each ring (constant $\theta$ ), the number of hits stays roughly the same due to azimuthal symmetry. Notice that there is no way of differentiating the hit positions within the same scintillator.

An opening was constructed on the Microball in the range of $\phi \in\left[70^{\circ}, 150^{\circ}\right]$ and $\theta \in$ [ $20^{\circ}, 80^{\circ}$ ] to allow direct access of charged particles from the target to HiRA10. However, some regions on the HiRA10 were obscured by the Microball scintillators. As a result, data collected from these obscured regions of HiRA10 were omitted from the analysis. A detailed discussion


Figure 2.4 Microball hit pattern in run 4520. Each rectangle represents a scintillator. Ring number and scintillator number are labeled in the format of " $\mathrm{R} X-Y$ ", e.g. "R2-10" means scintillator 10 of Ring 2 .
about HiRA10 is provided in section 2.2. Figure 2.6 and Figure 2.7 display photographs of the Microball used in this experiment, clearly showing the opening for HiRA10.

The pulse-shape signals collected from a Microball scintillator consists of two components, fast and tail, as shown in Figure 2.8. The red dashed line indicates the alpha line before the punch-through at Tail $\approx 3400$ ADC. A punch-through occurs when the energy of a particle is so high that it penetrates the entire scintillator. The fast component and the tail component refer to integrations of the pulse over short and long time intervals, respectively. It is a common technique to use two pulse-shape components from $\operatorname{CsI}(\mathrm{Tl})$ scintillators for particle identification (PID) [104, 105]. More discussion about punch-through and PID will given in subsection 2.2.2, where we show PID plots with better resolution from HiRA10.

Before analyzing the Microball multiplicity count for impact parameter determination, a manual acceptance cut is made for every $\operatorname{CsI}(\mathrm{Tl})$ scintillator on the MicroBall and every beam-target configuration. The cut is drawn using a green solid line in Figure 2.8. Hits outside of the acceptance cuts are regarded as noise, and they have been excluded from the


Figure 2.5 Simulated hit pattern of Microball and HiRA10. Some overlapping regions between Microball and HiRA10 can be seen in R2-03, R2-04, and R5-07.

Microball multiplicity count. A zoomed-in plot at the lower ADC region has been given in Figure 2.9 to better show the PID lines of light charged particle.

### 2.1.2 Impact parameter determination

In heavy-ion collision studies, the impact parameter $b$ plays a crucial role. Collisions occurring at small impact parameters $(b \approx 0)$ are referred to as central collisions, and are known to produce more fragmentation than peripheral collisions, which occur at large impact parameters $\left(b \approx R_{\text {beam }}+R_{\text {target }}\right)$. Therefore, the impact parameter $b$ is expected to be negatively correlated with the number of particles emitted $\mathscr{N}$, i.e. the smallest impact parameter correspond to the largest multiplicity.

Denote $N_{c}$ as the observed multiplicity of Microball. The subscript $c$ is used to signify vast majority detected particles are charged particles. To establish the relation $b=b\left(N_{c}\right)$, there are several assumptions that need to be made. First, we ignore the fluctuation of $\mathscr{N}$ and $N_{c}$ at any given $b$, so all quantities related to $\mathscr{N}$ and $N_{c}$ are just expressed as the expected values from now on. Second, the experimentally observed multiplicity $N_{c}$ is positively correlated


Figure 2.6 A photograph of the Microball taken after the teardown of the experiment. Some rings and scintillators are placed back to their original positions before storage, e.g. Ring 6.


Figure 2.7 An opening is made on the Microball for HiRA10. Notice that Ring 6 is removed.
to the actual $\mathscr{N}$. This allows us to infer $b$ as a function of $N_{c}$ rather than $\mathscr{N}$, which is not accessible experimentally. Third, $b\left(N_{c}\right)$ is a monotonic function. The first assumption is a bold one because the fluctuation of $\mathscr{N}$ or $N_{c}$ at fixed $b$ is non-negligible due to the stochastic nature of collisions, as demonstrated by many transport models [106, 107, 108, 109]. In the data analysis, we would only gate on a wide range of $b$ values, which allows for more room of


Figure 2.8 Particle identification of Microball scintillator, generated from run 4660, Microball Ring 2, scintillator 2. The green solid line is the acceptance cut. The red dashed line indicates the alpha line. The lines for proton, deuteron, and triton are below the alpha line, and they are labeled in Figure 2.9.
uncertainty.
The Microball is used to measure the charged-particle multiplicity, which is assumed to decrease monotonically with impact parameter $b$. The probability of producing particles with multiplicity less than or equal to $N_{c}$ is proportional to the geometrical area of a disk with radius $b\left(N_{c}\right)$, we can calculate the deduced impact parameter, $\hat{b}=b / b_{\max }$, which is a dimensionless variable associated with the centrality of the collision.

The probability of producing particles with multiplicity less than or equal to $N_{c}$ is

|  | ${ }^{58} \mathrm{Ni}$ | ${ }^{64} \mathrm{Ni}$ | ${ }^{112} \mathrm{Sn}$ | ${ }^{124} \mathrm{Sn}$ |
| :---: | ---: | ---: | ---: | ---: |
| ${ }^{40} \mathrm{Ca}$ at $56 \mathrm{MeV} / \mathrm{u}$ | 7.15 | 7.22 | 8.95 | 8.60 |
| ${ }^{40} \mathrm{Ca}$ at $140 \mathrm{MeV} / \mathrm{u}$ | 6.76 | 6.89 | 8.43 | 8.22 |
| ${ }^{48} \mathrm{Ca}$ at $56 \mathrm{MeV} / \mathrm{u}$ | 6.93 | 7.16 | 8.72 | 8.36 |
| ${ }^{48} \mathrm{Ca}$ at $140 \mathrm{MeV} / \mathrm{u}$ | 5.96 | 6.97 | 8.31 | 8.05 |

Table 2.4 The $b_{\max }$ for all 16 reaction systems in the unit of fm . The rows represent the target isotopes, whereas the columns represent the beam isotopes as well as their energies.


Figure 2.9 A zoomed-in version of Figure 2.8. The red dashed lines indicate the alpha, triton, deuteron, and proton lines, from top to bottom.
proportional to the geometrical area of a disk with radius $b\left(N_{c}\right), \sigma\left(N_{c}\right)=\pi\left(b\left(N_{c}\right)\right)^{2}$. Denote $P\left(N_{c}\right)$ as the probability of detecting $N_{c}$ charged-particles on the Microball, then simple geometry tells us

$$
\begin{equation*}
b\left(N_{c}\right) \propto \sqrt{\sum_{N=N_{c}}^{\infty} P(N)} . \tag{2.2}
\end{equation*}
$$

The probability $P\left(N_{c}\right)$ can be estimated according to

$$
\begin{equation*}
P\left(N_{c}\right)=\frac{C\left(N_{c}\right)}{\sum_{N_{c}=1}^{\infty} C\left(N_{c}\right)}, \tag{2.3}
\end{equation*}
$$

where $C\left(N_{c}\right)$ is the number of events with Microball multiplicity $N_{c}$ in the experimental data.
To finalize the impact parameters, we introduce the reduced impact parameter $\hat{b}$, defined as

$$
\begin{equation*}
\hat{b} \equiv \frac{b\left(N_{c}\right)}{b_{\max }}, \tag{2.4}
\end{equation*}
$$

where $b_{\text {max }}$ is the largest impact parameter considered in data analysis, and its values for different reaction systems are tabulated in Table 2.4. Head-on collisions happen at $\hat{b}=0$, and they are expected to produce the largest multiplicity; peripheral collisions happen at
$\hat{b} \approx 1$, and they are expected to produce the smallest multiplicity. In this dissertation, we are interested in central collisions with $\hat{b} \leq 0.4$.


Figure 2.10 Impact parameter $b$ as a function of the charged-particle multiplicity $N_{c}$ for all 16 reaction systems.

In Figure 2.10, we show the impact parameter $b$ as a function of $N_{c}$ for all 16 reaction systems. The top two panels are $\mathrm{Ca}+\mathrm{Ni}$ systems; the bottom two panels are $\mathrm{Ca}+\mathrm{Sn}$ systems. The left two panels are for $56 \mathrm{MeV} / \mathrm{u}$; the right two panels are for $140 \mathrm{MeV} / \mathrm{u}$. This plot is replotted based on the thesis work by S. Sweany [110]. In the analysis, a selection criterion is applied to $N_{c}$, effectively creating a cut on the impact parameter values considered.

### 2.2 Charged-particle detection system - HiRA10

The High Resolution Array (HiRA) is an array of detector telescopes that was first designed and developed for charged-particle detection in rare isotope beam experiments [111] with the capability of particle identification (PID). In this experiment, the original design was upgraded to bring forth the "HiRA10" [110, 112]. The number " 10 " in the new name came from the fact that we replaced the $4-\mathrm{cm}$ long $\mathrm{CsI}(\mathrm{Tl})$ crystals in the original HiRA telescope by some $10-\mathrm{cm}$ long $\mathrm{CsI}(\mathrm{Tl})$ crystals, increasing its capability to fully absorb the energy of charged particles with higher energies ( $\gtrsim 100 \mathrm{MeV} / \mathrm{u}$ ).


Figure 2.11 A schematic plot showing the internal components of the HiRA10 telescope. The charged particles would enter from the top, penetrating a doublesided silicon strip detector (not shown) before reaching the $\mathrm{CsI}(\mathrm{Tl})$ crystals. Adapted from [110].

Figure 2.11 shows a schematic plot of the HiRA10 telescope. The front surface is a $32 \times 32$ double-sided silicon strip detector (DSSD) with a thickness of 1.5 mm . Each strip on the DSSD, both front side and back side, has a width of 1.95 mm , offering an excellent position resolution of $0.347^{\circ} \pm 0.002^{\circ}$. Details about the performance of DSSD can be found in $[111,113]$. After the DSSD , four $\mathrm{CsI}(\mathrm{Tl})$ crystals of length 10 cm are packed into four
quadrants. The front surface of the crystal has a dimension of $35 \mathrm{~mm} \times 35 \mathrm{~mm}$, whereas the back surface has a dimension of $44.6 \mathrm{~mm} \times 44.6 \mathrm{~mm}$. Details about the design and construction of HiRA10 can be found in [110].

### 2.2.1 Configuration for the experiment

HiRA10 telescope is designed to be used in a variety of experiments for charged-particle detection. While each telescope can be used independently as a single detector, multiple telescopes can be combined to form a detector array with a larger coverage and one coherent data acquisition system. This modular design allows experimenters to easily construct a detector array of various geometry and size that can satisfy the experimental constraints and needs.


Figure 2.12 A photograph of HiRA10 array taken during the preparation of the experiment. There are a total of 12 telescopes, arranged in three vertical columns, called "towers", each consists of four telescopes.

In this experiment, 12 telescopes with identical designs are used to construct the HiRA10 array as shown in Figure 2.12. The telescopes are arranged into three vertical towers, each consists of four telescopes. The front surfaces of the telescopes are oriented to face the target normally, with a distance ranging from 32.9 cm to 33.3 cm . While the actual positions of the telescopes are not precisely planned in advance, the positions are fixed rigidly throughout
the entire experiment campaign. ROMER arm is then used to measure the exact positions for every telescope. Specifically, the ROMER arm measures coordinates for all the four precision-machined dimples at the front frame of each telescope. The coordinates for the pixels on the DSSD can then be calculated based on the dimple positions and the known geometry of the telescope.


Figure 2.13 Coverage of HiRA10 array. The azimuthal angle $\phi$ starts from the top and increases clockwise when viewed along the beam direction; this is the same convention used in Figure 2.4 for the Microball.

The polar angle coverage of the array starts from $\theta \approx 20^{\circ}$ to $\theta \approx 80^{\circ}$ with respect to the beam direction defined as the $+z$-axis. The azimuthal angle coverage $\phi$ starts from $\phi \approx 70^{\circ}$ to $\phi \approx 160^{\circ} ; \phi=0$ is defined as the direction pointing upward in the lab (the $+x$-axis), and it increases clockwise when viewed along the beam direction. Figure 2.13 shows the coverage of the HiRA10 telescopes in spherical coordinate system.

### 2.2.2 Particle identification of charged particles

The design of HiRA10 telescope places a DSSD in front of the $\operatorname{CsI}(\mathrm{Tl})$ crystals to allow for particle identification (PID) using the " $\Delta E-E$ technique" $[114,115,116]$. The DSSD serves as the $\Delta E$ detector, while the $\operatorname{CsI}(\mathrm{Tl})$ crystals serves as the $E$ detector. The technique assumes that a charged particle will penetrate the $\Delta E$ detector before stopping entirely in
the $E$ detector. If a particle is so energetic that it also penetrates through the $E$ detector, we call it a punch-through. In either case, both $\Delta E$ and $E$ detectors will measure some energy losses of the particle, which depend on the mass, electric charge, and incident energy. This provides a basis for particle identification.

A commonly used model to describe the energy losses of charged particles is the BetheBloch equation [117]. For an incident particle with energy $E$ and electric charge $q$, the energy loss per unit length when passing through a medium, i.e. the electronic stopping power, is given by

$$
\begin{equation*}
-\frac{d E}{d z}=\frac{4 \pi \rho_{e}}{m_{e}}\left(\frac{\alpha \hbar q}{\beta e}\right)^{2}\left[\ln \left(\frac{2 m_{e} c^{2}}{E_{\mathrm{ex}}} \cdot \frac{\beta^{2}}{1-\beta^{2}}\right)-\beta^{2}\right] . \tag{2.5}
\end{equation*}
$$

Here, $\beta$ is the velocity of the particle in units of the speed of light $c$, and it is related to the particle mass $m$ and energy $E$ by

$$
\begin{equation*}
\beta=\sqrt{1-\left(\frac{m c^{2}}{E}\right)^{2}} \tag{2.6}
\end{equation*}
$$

The medium matter is parametrized by the electron number density $\rho_{e}$ and the mean excitation energy $E_{\text {ex }}$. The rest of the constants are the electron mass $m_{e}$, the fine structure constant $\alpha$, the reduced Planck constant $\hbar$, and the elementary charge $e$.

As shown in Figure 2.14, the stopping power of a medium increases with decreasing energy. In other words, when a particle enters a medium, it loses energy at an increasing rate. The particle will eventually stop if the medium is sufficiently thick, otherwise punch-through will occur. For given medium and kinetic energy, the stopping power is a function of the particle mass $m$ and electric charge $q$. Particularly, the stopping power is proportional to $q^{2}$, which results in two isotope groups in Figure 2.14 - one for hydrogen and one for helium. Within each group, the lines are separated with smaller gaps by different masses. This separation mechanism allows for particle identification.

In this experiment, the 1.5 mm -thick DSSD ( $\Delta E$ detector) is thin enough to allow most particles to penetrate it and enter the $\operatorname{CsI}(\mathrm{Tl})$ crystals ( $E$ detector). The $E$ detector has a thickness of 10 cm and a higher electron number density than the $\Delta E$ detector. As a result,


Figure 2.14 Electronic stopping powers of light isotopes in silicon according to the Bethe-Bloch equation defined in Equation 2.5.


Figure 2.15 Particle identification plot of HiRA10 array. Adapted from [112].
many charged particles would stop completely in the $E$ detector, depositing all remaining energy into the crystals. In Figure 2.15, the vertical axis $(\Delta E)$ and the horizontal axis $(E)$ can be compared to the respective axes in Figure 2.14. In our data analysis, the measured values from both $\Delta E$ and $E$ detectors have to be added together to obtain the total energy
loss of the particle in a HiRA10 telescope. If the particle does not punch-through the $E$ detector, then this total energy loss is equal to the incident energy of the particle.

| particle | $1.5 \mathrm{~mm} \mathrm{Si}+10 \mathrm{~cm} \mathrm{CsI}(\mathrm{Tl})$ | 1.5 mm Si only | $10 \mathrm{~cm} \mathrm{CsI}(\mathrm{Tl})$ only |
| :---: | :---: | :---: | :---: |
| $p$ | 199.56 | 15.539 | 198.29 |
| $d$ | 132.46 | 10.447 | 131.63 |
| $t$ | 104.47 | 8.252 | 103.82 |
| ${ }^{3} \mathrm{He}$ | 237.19 | 18.284 | 235.67 |
| ${ }^{4} \mathrm{He}$ | 199.17 | 15.509 | 197.90 |
| ${ }^{6} \mathrm{He}$ | 156.74 | 12.325 | 155.75 |

Table 2.5 Punch-through energies in $\mathrm{MeV} / A$ for light charged particles computed using LISE++ [118, 119]. The second column presents energies required to first penetrate a 1.5 mm -thick $\operatorname{DSSD}(\Delta E$ detector), then a 10 cm -thick $\operatorname{CsI}(\mathrm{Tl})$ crystals ( $E$ detector). The third and fourth columns respectively show energies necessary to fully penetrate solely a 1.5 mm -thick Si crystal and a 10 cm -thick $\operatorname{CsI}(\mathrm{Tl})$ crystal. Incident angles are set to be normal to the detector surfaces.

If the particle does punch-through the $E$ detector, then only a portion of the remaining energy after the $\Delta E$ detector is deposited into the $E$ detector. As the particle energy increases beyond the punch-through energy, the stopping power of the $E$ detector decreases. This explains the bending of PID lines after the punch-through energies that can be seen in Figure 2.15. The punch-through energies of six light charged particles are listed in Table 2.5.

Much effort has been put into calibrating the energy measured by the DSSD and $\operatorname{CsI}(\mathrm{Tl})$ crystals of HiRA10, as well as correcting for punch-through particles and reaction losses as described in $[110,112,120,121]$, and will not be repeated here.

### 2.3 Neutron detection system - vLANA

Neutron detection is performed by the vLANA (LANA with Veto Wall), which consists of Forward array (FA), Veto wall (VW), Neutron wall A (NWA), and Neutron wall (B). We refer readers to Figure 2.1 for a schematic plot of the setup. The two neutron walls, NWA and NWB, are collectively referred as the Large Area Neutron Array (LANA) in [98, 122]. LANA is used to collect scintillation lights due to neutrons, FA is used to measure the time-of-flight of neutrons, and VW is used to veto charged particles.

The primary goal of this experiment is to construct neutron spectra over the range from

20 MeV to 200 MeV . To achieve this, we need to measure two things accurately: kinetic energies and neutron counts.

To measure the kinetic energies accurately, we need to establish good measurement for the time-of-flight (ToF). Once ToF $t$ is measured, the kinetic energy $K$ can be calculated using relativistic kinematics,

$$
\begin{equation*}
K=m_{n} c^{2}\left[\frac{1}{\sqrt{1-\left(\frac{r}{c t}\right)^{2}}}-1\right] \tag{2.7}
\end{equation*}
$$

where $r$ is "distance-of-flight", $c$ is the speed of light, and $m_{n}$ is the neutron mass. The timing resolution in this experiment is about $\delta t \approx 0.2 \mathrm{~ns}[122,123]$. The energy resolution $\delta K$ depends on both $K$ and $r$. With everything else being fixed, $\delta K$ increases with increasing $K$, but decreases with increasing $r$. To achieve the desired energy resolution of $\delta K \approx 5 \mathrm{MeV}$ at $K=200 \mathrm{MeV}$, we need to place the neutron detector at least $\gtrsim 365 \mathrm{~cm}$ away from the target according to

$$
\begin{equation*}
r \geq \frac{\delta t}{\delta K} \cdot m_{n} c^{3}\left[\left(1+\frac{K}{m_{n} c^{2}}\right)^{2}-1\right]^{3 / 2} \tag{2.8}
\end{equation*}
$$

In this experiment, NWA and NWB are placed at 517.5 cm and 441.6 cm away from the target, with energy resolutions of 3.5 MeV and 4.5 MeV , respectively.

The time-of-flight (ToF) is measured by comparing the time difference between the arrival times at LANA and FA for each collision event at the target, with FA serves as a reference time for the start time and LANA serves as the stop time. While FA is not the actual start time of the collision event, it is a good approximation for the start time because the FA is placed close to the target ( $\sim 12 \mathrm{~cm}$ ) when compared to the distance between the target and NWB ( $\sim 440 \mathrm{~cm}$ ). Furthermore, with some assumptions made about how the FA is triggered in each event, the ToF shift due to the difference between the actual start time and the FA start time can be corrected using the prompt gamma-ray signals. More discussions will be given in subsection 2.3.2 and section 4.2.

To measure the neutron counts accurately, we need to optimize the purity of neutrons and calculate the efficiency of detection.


Figure 2.16 Top panel shows a two-dimensional time-of-flight spectrum of the neutron wall B (NWB) without vetoing, in which the charged particle lines for protons $(p)$, deuterons $(d)$, and tritons $(t)$ are clearly visible; the triangle symbols in magenta mark their respective punch-through points. Bottom panel shows same spectrum but after charged-particle vetoing. Prompt gamma-ray is also visible in both panels at around 15 ns in time-of-flight.

Purity of neutrons is achieved by rejecting the unwanted particles aside from neutrons. In heavy-ion collisions, emitted particles that have a chance to exit the vacuum chamber and travel through air until they are detected by LANA include neutrons, gamma rays, and charged particles such as protons, deuterons, tritons, etc. Electrons are excluded because they
are easily absorbed by the chamber wall as well as the atmosphere. To reject gamma rays, NE-213 organic liquid scintillation material was chosen to fill the LANA structure [124, 98]. To reject charged particles, VW is placed in between the target and LANA, allowing the use of anti-coincidence technique for tagging the unwanted charged particles. Specifically, if both LANA and VW are triggered for a particle, the particle is rejected as a charged particle.

In Figure 2.16, we show the ToF spectra before and after charged-particle vetoing. Both the $x$-axis (time-of-flight) and $y$-axis (light output) have been calibrated. Detailed description of the calibration procedures will be given in chapter 4 .

The efficiency of detection is the ratio of the number of detected neutrons to the number of emitted neutrons. The determination of efficiency is often broken down into two parts: the geometric efficiency and the intrinsic efficiency. Geometric efficiency is associated with the geometric acceptance of the detector, whereas intrinsic efficiency is associated with the reaction processes in the scintillation material. They are discussed in more detail in subsection 5.2.2 and subsection 5.2.3, respectively.

### 2.3.1 Large area neutron array

Large area neutron array (LANA) consists of two "neutron walls" (NWs), NWA and NWB. NWA and NWB are placed along the direction of $39.37^{\circ}$ with respect to the beam direction, at distances of 517.5 cm and 441.6 cm , respectively, from the target. Both NWs face the target perpendicularly and share identical dimensions aside from the placement. In this dissertation work, we primarily analyze the data from NWB.

Each NW is made up of 25 horizontal bars stacked one on top of the other, with a gap of $3 / 8$ inch ( 0.9525 cm ) , as shown in Figure 2.17. Each bar is made up of a hollow Pyrex container with a thickness of $1 / 8$ inch $(0.3175 \mathrm{~cm})$. Inside each container, liquid scintillator NE-213 is used to fill up the cuboid cavity which has a transverse height of 3.0 inches (7.62 $\mathrm{cm})$, a longitudinal thickness of 2.5 inches ( 6.35 cm ), and a length of 76.0 inches $(193.04 \mathrm{~cm})$. This setup gives a detection area of $\sim 2 \mathrm{~m} \times 2 \mathrm{~m}$.

When a passing radiation such as gamma ray, charged particle or neutron excites the


Figure 2.17 A picture of a neutron wall (NW) with the cover removed. There are 25 bars in total, numbered from 0 to 24 inclusively from bottom to top. Each bar is attached with two photomultiplier tubes (PMTs) at both ends. The bluish glow of the NW bars results from the illumination of an ultraviolet light source. Photo courtesy of K. Zhu.
scintillator, light output is produced depending on the radiation type and energy. To collect the light outputs for further analysis, two photomultiplier tubes (PMTs) are installed at the two ends of each bar. Emitted photons excited by the radiation will travel through the scintillation material, reflect off the inner surfaces of the Pyrex container, and then be collected by the PMTs. On the outer surfaces, a thick black paper are attached between neighboring bars to absorb any escaping photons, preventing them from entering the neighboring bars.

Light output signals collected from each PMT are processed to give three quantities: the signal arrival time, the Fast charge integration and the Total charge integration. To achieve this, the output signals from every PMT are processed according to an electronics setup shown in Figure 2.18.

Each PMT contains a photocathode, a series of dynodes, and an anode. The photocathode


Figure 2.18 Schematic of the electronics setup for the neutron wall (NW) for one PMT from one bar. Adapted from [123, 122].
absorbs photons and releases electrons. The released electrons are accelerated and multiplied in number by the dynodes. The anode collects electrons from the last dynode and converts them into a voltage pulse. Each PMT is equipped with a passive voltage divider circuit [98] to allow readouts from both the anode and the last dynode. The anode signal is used to quantify the light output, whereas the last-dynode signal is used to determine the arrival time of the light output.

The last-dynode signal, or simply the dynode signal, is sent to a LeCroy 1806 16-channel constant-fraction discriminator (CFD) [125] to determine the timing from the leading edge of the pulse signal. The CFD output is duplicated into three copies: one to create a logical OR with of other CFD outputs from other PMTs, one to generate gate signals for the Fast charge integration, and one to the CAEN V1190A time-to-digital converter (TDC) [126]. The trigger signal is then generated by taking the logical OR signal from all PMTs in anti-coincidence with a global busy signal, which is generated as an OR between the computer busy and the
fast busy. This trigger signal is duplicated into multiple copies, and one of the copies is sent to the TDC as a reference time. The TDC takes in the individual CFD outputs and records their time differences with respect to the reference time from the trigger, giving an arrival time for each PMT. These arrival times need to be calibrated to infer hit position and time-of-flight (ToF), which are discussed in section 4.1 and section 4.2, respectively.

The anode signal is sent to an in-house passive splitter at NSCL. The splitter splits the signal into two equal copies: one to the CAEN V862 charge-to-digital converter (QDC) [127] for Total charge integration, and one to the CAEN V792 QDC [128] for Fast charge integration. Both modules have 32 channels and 12-bit resolutions. The Total charge integrates over the entire pulse ( 340 ns ), whereas the Fast charge integrates over the fast component (first 30 ns ) only. The Total charge integration uses a common gate of width $\sim 3 \mu$ senerated by the trigger signal, whereas the Fast charge integration uses an individual gate generated by the individual CFD output in anti-coincidence with the global busy. In section 4.3, we discuss corrections for these analog-to-digital (ADC) values from the QDC modules to account for non-linearity and saturation. Collecting both the Fast and Total charge integrations allows us to perform neutron-gamma pulse shape discrimination (PSD) [129, 98, 122] that is discussed in section 4.5. The Total charge integration is also used to calibrate the light output in MeV electron equivalent (MeVee) units, and it is discussed in section 4.4.

We have described the setup for the analog electronics. In this experiment, a digital electronics system $[130,129]$ is also used in parallel for benchmarking and development purposes. Instead of recording only the Fast and Total signals, the digital electronics system the entire pulse at a sampling rate of 500 MHz , i.e. 2 ns per sample. PSD using digitized pulses has been studied in [129]. The improved PSD algorithm has been adopted for analog signals in this experiment, which will be discussed in section 4.5.

### 2.3.2 Forward array

The primary purpose of the forward array (FA) is to measure a reference time for the event start time. The event start time is then used as the zero point for the time-of-flight
(ToF) determination of LANA.


Figure 2.19 A picture of the Forward array (FA). The FA consists of 18 annulus sectors, numbered using marker pen from 1 to 16 ; the remaining two wider sectors are not labeled. Photo courtesy of J. Barney.

The forward array is made up of 18 annulus sectors, 16 of which have an angle of $18^{\circ}$ and 2 of which have an angle of $36^{\circ}$, as shown in Figure 2.19. The $18^{\circ}$-sector has an inner diameter of 1 inch and an outer diameter of 4.5 inches; the $36^{\circ}$-sector has identical inner diameter but a shorter outer diameter of 3.0 inches. On each sector, an NE-110 plastic scintillator is mounted for charged-particle detection. Each scintillator is painted with Bicron BC-620 for internal reflection, wrapped with aluminized Mylar foil to reduce crosstalk, and attached to a Hamamatsu R5600U PMT with an E5780 base for light collection.

During the experiment, the FA is placed $\sim 12 \mathrm{~cm}$ downstream from the target inside the chamber, with beam axis passing through the central hole. It is the only component of the vLANA system that is placed inside the vacuum chamber. When a heavy-ion collision event
occurs at the target, a few dozens of charged particles will be emitted. Due to the proximity of the FA to the target, many of the FA scintillators will be hit by these charged particles and produce light signals. The average number of triggered scintillators per event is $\sim 12.7$, with over $90 \%$ of all events triggering at least five FA scintillators. The arrival time for each FA scintillator can then be determined. The FA start time is calculated as the average of all the arrival times of the FA scintillators after excluding the extreme values.

The FA start time does not equal to the actual event start time that happens at the target. Instead, the FA start time $t_{\mathrm{FA}}>0$ should happen after the event start time $t \equiv 0$. Nonetheless, it is reasonable to assume that the values of $t_{\mathrm{FA}}$ are distributed with a small variance from event to event in a given run. In other words, we assume the FA start time is delayed by a constant amount from the event start time. This allows us to correct for the shift by studying the prompt gamma ray arrival time at the LANA. Prompt gamma ray are emitted promptly after a heavy-ion collision, and the difference between the emission time and the event start time is negligible in this experiment. section 4.2 will be dedicated to the discussion of the time-of-flight calibration, which includes the aforementioned correction.

### 2.3.3 Veto wall

The Veto wall (VW) is designed to veto out the charged particles. Its construction is a collaborative effort between Western Michigan University (WMU) and Michigan State University (MSU). Section 2.5 in [122] provides a detailed description of prototyping and construction.


Figure 2.20 A picture of the Veto wall (VW). The VW consists of 25 vertical plastic scintillator bars. PMTs are installed at both ends of each bar. Photo courtesy of K. Zhu.

The VW consists of 25 vertical plastic scintillator bars stacked side by side in a zigzag pattern, as shown in Figure 2.20. VW is placed along the direction of $39.37^{\circ}$ with respect to the beam axis, at a distance of 393.3 cm from the target. This placement of the VW is between the target and the NWB. Furthermore, there is an overlapping width of 3 mm for every pair of adjacent VW bars. This design makes any particles emitted from the target to be blocked from directly hitting the LANA without passing through the VW.

Notice that the VW bars are installed vertically, whereas the NW bars are installed horizontally. This resembles the design of a double-sided silicon strip detector (DSSD), which
allows the hit position of a particle to be determined in both the horizontal and vertical directions. In section 4.1, we will discuss how VW is also used to calibrate the hit position of the NWB.

Each VW bar is made up of EJ-200 ( $\left.1.023 \mathrm{~g} / \mathrm{cm}^{2}\right)$ plastic [131], with a length of 250 cm , a transverse width of 9.4 cm , and a longitudinal thickness of 1 cm . Both ends of a VW bar are coupled with PHOTONIS XP3462 PMTs for light collection. The thickness of 1 cm is chosen such that it is sufficiently thick for charged particles passing through the VW to always induce a detectable amount of light. To give an example, a 200 MeV proton would lose $\sim 4.6 \mathrm{MeV}$ in the scintillator according to the Bethe-Bloch equation [117]. On the other hand, the thickness cannot be made arbitrarily thicker because the interactions between neutrons and the VW need to be kept to a minimum.

## CHAPTER 3

## RESULTS FROM CHARGED PARTICLES

This chapter focuses on the outcomes derived from the charged-particle detection system, HiRA10, and the impact-parameter detection system, Microball. The subsequent chapters will delve into the data analysis and findings from the neutron detection system, vLANA.

We will first discuss the construction of charged-particle spectra, including energy spectra in the lab frame and transverse momentum spectra. The subsequent section discusses the isoscaling results, which are examined using the transverse momentum spectra. Finally, we explore the construction of neutron-proton $(n / p)$ ratios based on isoscaling, leveraging them to investigate the nuclear equation of state (EOS) parameters and nucleon effective masses through transport model calculations and Bayesian analysis.

### 3.1 Charged-particle spectra

This thesis focuses on the spectral yields of light charged particles, including protons $(p)$, deuterons ( $d$ ), tritons $(t),{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$, resulting from the central collisions of ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$, ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni},{ }^{40} \mathrm{Ca}+{ }^{112} \mathrm{Sn}$, and ${ }^{48} \mathrm{Sn}+{ }^{124} \mathrm{Ni}$ at both $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$. Isotopes of higher mass numbers have been excluded due to their low statistics detected by HiRA10. To maintain brevity of this chapter, we only include plots for a selected combination of collision systems and beam energies directly in this section. The comprehensive set of plots is presented in Appendix A.

### 3.1.1 Energy spectra in lab frame

We start our discussion with the energy spectra in the lab frame. The particles are identified employing the $\Delta E-E$ method, as delineated in subsection 2.2.2. Once identified, the particles are deployed to populate distinct two-dimensional histograms according to their types. Each histogram is characterized by the lab (kinetic) energy $E_{\text {lab }}$ as $x$-axis and lab theta $\theta_{\text {lab }}$ as $y$-axis. The energy of these particles is deduced from their respective energy losses in the detectors, whereas the theta angles are estimated from the hit positions on the

HiRA10 detectors.
In order to account for fluctuations in beam intensity during the experiment, we normalize the lab energy spectrum to the number of analyzed events. In this study, we concentrate on central collisions, defined as events with reduced impact parameters $\hat{b} \leq 0.4$. This corresponds to $b \lesssim 3 \mathrm{fm}$ for all the reaction systems discussed in this chapter. The actual impact parameter cut is implemented in terms of Microball multiplicity, as elaborated in subsection 2.1.2. For each reaction system, we define $N_{\text {event }}$ as the total number of central events, which serves as an important normalization factor for various spectra in this thesis.

The final step in obtaining the energy spectrum is to correct for the solid angle coverage and detector efficiency of the HiRA10 array. The energy spectrum, expressed as a doubledifferential multiplicity that depends on energy and angle, is estimated from a two-dimensional histogram. For a specific bin at $\left(E_{\text {lab }}^{\prime}, \theta_{\mathrm{lab}}^{\prime}\right)$, we calculate the differential multiplicity as follows:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mathcal{M}_{(A, Z)}}{\mathrm{d} E_{\mathrm{lab}} \mathrm{~d} \Omega_{\mathrm{lab}}}\left(E_{\mathrm{lab}}^{\prime}, \theta_{\mathrm{lab}}^{\prime}\right) \approx \frac{1}{N_{\mathrm{event}}} \cdot \frac{1}{\epsilon\left(\theta_{\mathrm{lab}}^{\prime}\right)} \cdot \frac{1}{2 \pi \sin \theta_{\mathrm{lab}}^{\prime}} \cdot\left(\frac{\mathcal{N}_{(A, Z)}\left(i^{\prime}, j^{\prime}\right)}{\Delta E_{\mathrm{lab}} \cdot \Delta \theta_{\mathrm{lab}}}\right) \tag{3.1}
\end{equation*}
$$

Here, $\epsilon\left(\theta_{\text {lab }}^{\prime}\right) \in[0,1]$ is the overall detector efficiency, and $\mathcal{N}_{(A, Z)}\left(i^{\prime}, j^{\prime}\right)$ is the count of particles of type $(A, Z)$ in the bin indexed by $i^{\prime}$ and $j^{\prime}$, which correspond to $E_{\text {lab }}^{\prime}$ and $\theta_{\text {lab }}^{\prime}$, respectively. The histogram uses uniform bins with widths of $\Delta E_{\text {lab }}=1 \mathrm{MeV} / \mathrm{A}$ and $\Delta \theta_{\text {lab }}=0.1^{\circ}$.

Owing to the limited coverage and dynamic range of the detectors, the resulting twodimensional phase space is incomplete, leading to rectangular phase spaces as illustrated in Figure 3.1. Each panel in the figure corresponds to a specific particle type, including $p$, $d, t,{ }^{3} \mathrm{He},{ }^{4} \mathrm{He}$, and ${ }^{6} \mathrm{He}$. Within this confined phase space, it is conspicuous that the yield diminishes as $E_{\text {lab }}$ or $\theta_{\text {lab }}$ increases.

The phase space delineated by four boundaries is determined by the constraints of the experiment. The horizontal boundaries stem from the limited $\theta$ coverage from $30^{\circ}$ to $75^{\circ}$ by HiRA10. The vertical boundaries result from the cuts in kinetic energies of the particles, with the lower one representing the energy threshold and the upper one symbolizing the particle punch-through. These energy cuts vary for different particles, as enumerated in Table 3.1.

Note that the punch-through values stated for $p, d$, and $t$ are slightly conservative, being


Figure 3.1 Two-dimensional phase space of lab $\theta$ versus lab energy for light charged particles, including $p, d, t,{ }^{3} \mathrm{He},{ }^{4} \mathrm{He}$, and ${ }^{6} \mathrm{He}$, from a ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ collision at $140 \mathrm{MeV} / \mathrm{u}$.

| particle | energy threshold <br> $[\mathrm{MeV} / A]$ | maximum energy detectable <br> $[\mathrm{MeV} / A]$ |
| :---: | :---: | :---: |
| $p$ | 20.0 | 198.0 |
| $d$ | 15.0 | 131.5 |
| $t$ | 12.0 | 104.0 |
| ${ }^{3} \mathrm{He}$ | 20.0 | 200.0 |
| ${ }^{4} \mathrm{He}$ | 18.0 | 200.0 |
| ${ }^{6} \mathrm{He}$ | 13.0 | 200.0 |

Table 3.1 Energy ranges for light charged particles.
lower than the precise punch-through energies in Table 2.5. For the helium isotopes, we have arbitrarily set the upper boundary to be $200 \mathrm{MeV} / \mathrm{u}$ as their yields deplete long before reaching their respective punch-through energies (see Appendix A).

### 3.1.2 Transverse momentum spectra

In analysis of heavy-ion collisions (HICs), it is often useful to distinguish nucleons into participants and spectators, as discussed in section 1.2. The interaction dynamics of these
participant nucleons, actively involved in the collision, provide significant insights into nuclear EOS and nucleon effective masses under high density conditions. These nucleons engage in a squeeze-out motion, ejecting from the reaction plane, contributing notably to the transverse momentum of the resulting emission $[132,133,134]$. This motivates the construction of transverse momentum spectra.

Similar to the lab $\theta$ - $E$ histogram, a two-dimensional histogram detailing transverse momentum,

$$
\begin{equation*}
p_{\mathrm{T}}=p \sin \theta, \tag{3.2}
\end{equation*}
$$

and rapidity,

$$
\begin{equation*}
y=\frac{1}{2} \ln \left(\frac{E+p \cos \theta}{E-p \cos \theta}\right) \tag{3.3}
\end{equation*}
$$

offers a complete kinematics of the emitted particles. In these expressions, all quantities are in the lab frame. The variable $p$ denotes the magnitude of the momentum vector, while $\theta$ represents the angle between the momentum vector and the beam direction. The total energy of the particle, denoted by $E$, is calculated using the identity $E=\sqrt{p^{2}+m^{2}}$, where $m$ is the mass of the particle.

The two-dimensional $p_{\mathrm{T}}-y$ phase space, akin to the lab $\theta-E$ phase space, is confined due to the finite coverage and dynamic range of the detectors. As depicted in Figure 3.2, the phase space presents an annular sector, bound by four boundaries. Two boundaries converging at the origin emerge from the restricted $\theta_{\text {lab }}$ coverage of HiRA10, ranging from $30^{\circ}$ to $75^{\circ}$. The other two boundaries are defined by our energy cuts, with the lower and upper boundaries denoting our energy threshold and the particle punch-through energy, respectively.

Through the reaction kinematics, we can derive the analytic forms of these boundaries (Appendix B). The energy-cut boundary is given by

$$
\begin{equation*}
E=\sqrt{p_{\mathrm{T}}^{2}+m^{2}} \cdot \cosh y . \tag{3.4}
\end{equation*}
$$

The $\theta$-cut boundary is given as

$$
\begin{equation*}
\theta=\arctan \left(\frac{p_{\mathrm{T}}}{\sqrt{p_{\mathrm{T}}^{2}+m^{2}} \cdot \sinh y}\right) \tag{3.5}
\end{equation*}
$$



Figure 3.2 Two-dimensional phase space representation of deuterons from a ${ }^{40} \mathrm{Ca}+$ ${ }^{58} \mathrm{Ni}$ collision at $140 \mathrm{MeV} / \mathrm{u}$. Note that the horizontal axis has been normalized by the beam rapidity in the lab, and the vertical axis has been normalized by the mass number $A$ of the deuteron. The shaded region indicates the mid-rapidity slice, i.e. $0.4<\hat{y}^{\text {(lab) }}<0.6$.

These analytic boundaries enable us to draw precise phase space cuts, thereby correcting for the yield loss beyond the phase space boundaries.

Our primary focus is on the fragments that have actively participated in the collisions. In the lab frame, the normalized rapidity,

$$
\begin{equation*}
\hat{y}^{(\mathrm{lab})} \equiv \frac{y^{(\mathrm{lab})}}{y_{\mathrm{beam}}^{(\mathrm{lab})}} \tag{3.6}
\end{equation*}
$$

can provide information about whether the fragments are beam-like $\left(\hat{y}^{(\mathrm{lab})} \approx 1\right.$ ) or target-like $\left(\hat{y}^{(\mathrm{lab})} \approx 0\right)$. Selection of these participant fragments is typically achieved by imposing a mid-rapidity cut [135]. To keep the notation simple, we will henceforth drop the superscript "(lab)" and use $\hat{y}$ to denote the normalized rapidity in the lab frame. For constructing transverse momentum spectra, we only select fragments from the mid-rapidity region, i.e. $0.4<\hat{y}<0.6$, as indicated by the shaded region in Figure 3.2.

As the phase space is confined, the resulting transverse momentum spectrum by cutting


Figure 3.3 One-dimensional $p_{\mathrm{T}} / A$ spectra of deuterons from a ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ collision at $140 \mathrm{MeV} / \mathrm{u}$. The black points are the raw spectra, whereas the green points are the spectra after the coverage correction.
around $\hat{y}=0.5 \pm 0.1$ and projecting onto the $p_{\mathrm{T}} / A$ axis is incomplete beyond the phase space boundaries. To account for this loss of yield, we apply a coverage correction to the transverse momentum spectrum by dividing the raw spectrum by the coverage fraction within the mid-rapidity slice at each $p_{\mathrm{T}} / A$ bin. Figure 3.3 illustrates the raw and corrected transverse momentum spectra from Figure 3.2. Error bars indicate the statistical uncertainties. Note that for very high and very low $p_{\mathrm{T}} / A$, the coverage correction would inflate the uncertainties, as the coverage fraction approaches zero. To improve the reliability of the data points, we have chosen a coarse binning of $20 \mathrm{MeV} / c$ for $p_{\mathrm{T}} / A$ and remove data points with fractional errors exceeding $20 \%$.

This correction assumes that the rapidity dependence of the yield is negligible within the mid-rapidity slice. To check the validity of this assumption, we have examined the $p_{\mathrm{T}} / A$ spectra with different widths of the mid-rapidity slice, $\hat{y} \pm \delta \hat{y}$, and the results show that the mean values of the spectra are consistent with each other after the coverage correction, up to $p_{\mathrm{T}} / A=450 \mathrm{MeV} / c$, as indicated by the vertical dashed lines.


Figure 3.4 One-dimensional $p_{\mathrm{T}} / A$ spectra of deuterons from a ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ collision at $140 \mathrm{MeV} / \mathrm{u}$ with varying widths of the mid-rapidity slice, $\delta \hat{y}$.

Therefore, the two-dimensional $p_{\mathrm{T}}$-spectrum of particle $(A, Z)$ is given by

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mathcal{M}_{(A, Z)}}{\mathrm{d}\left(p_{\mathrm{T}} / A\right) \mathrm{d} \hat{y}}\left(p_{\mathrm{T}}^{\prime} / A, \hat{y}^{\prime}\right) \approx \frac{1}{N_{\text {event }}} \cdot \frac{1}{\epsilon\left(\theta_{\mathrm{lab}}^{\prime}\right)} \cdot\left(\frac{\mathcal{N}_{(A, Z)}\left(i^{\prime}, j^{\prime}\right)}{\Delta\left(p_{\mathrm{T}} / A\right) \cdot \Delta \hat{y}}\right) \tag{3.7}
\end{equation*}
$$

where $\epsilon\left(\theta_{\text {lab }}^{\prime}\right)$ is the detector at $\theta_{\text {lab }}^{\prime}$, which can be calculated using Equation 3.5, and $\mathcal{N}_{(A, Z)}\left(i^{\prime}, j^{\prime}\right)$ is the count of particles of type $(A, Z)$ in the bin indexed by $i^{\prime}$ and $j^{\prime}$, which correspond to $p_{\mathrm{T}}^{\prime} / A$ and $\hat{y}^{\prime}$, respectively. The histogram has a uniform bin widths of $\Delta\left(p_{\mathrm{T}} / A\right)=1 \mathrm{MeV} / c$ and $\Delta \hat{y}=0.01$. To obtain the one-dimensional transverse momentum spectrum at mid-rapidity region, we integrate the two-dimensional spectrum over the mid-rapidity slice, i.e.

$$
\begin{align*}
\frac{\mathrm{d} \mathcal{M}_{(A, Z)}}{\mathrm{d}\left(p_{\mathrm{T}} / A\right)}\left(p_{\mathrm{T}}^{\prime} / A\right) & =\lim _{\delta \rightarrow 0}\left[\frac{1}{\delta} \int_{0.5-\delta / 2}^{0.5+\delta / 2} \mathrm{~d} \hat{y} \frac{\mathrm{~d}^{2} \mathcal{M}_{(A, Z)}}{\mathrm{d}\left(p_{\mathrm{T}} / A\right) \mathrm{d} \hat{y}}\right]  \tag{3.8}\\
& \approx \frac{5}{N_{\text {event }}} \cdot \sum_{\left|\hat{y}_{j^{\prime}}-0.5\right| \leq 0.1} \frac{1}{\eta \cdot \epsilon\left(\theta_{\mathrm{lab}}^{\prime}\right)} \frac{\mathcal{N}_{(A, Z)}\left(i^{\prime}, j^{\prime}\right)}{\Delta\left(p_{\mathrm{T}} / A\right)} \tag{3.9}
\end{align*}
$$

where $\eta=\eta\left(p_{\mathrm{T}}^{\prime} / A\right)$ is the coverage fraction at $p_{\mathrm{T}}^{\prime} / A$ over the mid-rapidity slice, the summation is over all the bins $j^{\prime}$ that fall within the mid-rapidity region, and $i^{\prime}$ is the bin index of $p_{\mathrm{T}}^{\prime} / A$.

While the coverage correction is not needed when studying the yield ratios of the same


Figure 3.5 Transverse momentum spectra of light charged particles from the $\mathrm{Ca}+$ Ni systems.
isotopes from different collision systems because the phase space boundaries are identical, it is essential when comparing the yield ratios of different isotopes, for example, $Y_{d} / Y_{p}$ and $Y_{t} / Y_{{ }_{3} \mathrm{He}}$. For consistency, we apply the coverage correction to all transverse momentum spectra in this thesis, except when computing yield ratios for the isoscaling analysis in the subsequent section, section 3.2. In this specific case, we opt to leave the spectra uncorrected to avoid inflating the error bars of ratios, as both the numerator and denominator of the ratio would have their own inflated uncertainties from the coverage correction.

In Figure 3.5 and Figure 3.6, we present the transverse momentum spectra of all light charged particles, up to ${ }^{4} \mathrm{He}$, for reactions on the nickel and tin targets, respectively. Each quadrant in the figures corresponds to a different beam configuration, specified by the beam


Figure 3.6 Transverse momentum spectra of light charged particles from the $\mathrm{Ca}+$ Sn systems.
isotope and energy. Corrections for coverage have been applied to these spectra. The error bars in these figures represent statistical uncertainties. We have ensured the reliability of data by excluding data points with fractional errors exceeding $20 \%$ from the plots. An examination of these spectra reveals a common pattern: the yields of all isotopes decline exponentially or at a faster rate as $p_{\mathrm{T}} / A$ increases. Spectral shapes and magnitudes from the same quadrant, hence the same beam configuration, in the two figures resemble each other. This suggests that the spectral characteristics are more influenced by the beam, especially the beam energy, rather than the target, whether as light as nickel or as heavy as tin. In the following section, section 3.2, this beam-energy influence will manifest itself in the isoscaling analysis.

### 3.2 Isoscaling from charged particles

In this section, we discuss the isoscaling from light charged particles. A pair of collision systems are needed to define an isoscaling ratio, $R_{21}$. Conventionally for neutron-rich systems $(\delta>0)$, the system with larger isospin asymmetry is labeled as " 2 ", whereas the other system is labeled as " 1 ". In both systems, an isotope fragment $(N, Z)$ can selected to compute its isoscaling ratio,

$$
\begin{equation*}
R_{21}(N, Z)=\frac{Y_{2}(N, Z)}{Y_{1}(N, Z)}, \tag{3.10}
\end{equation*}
$$

where $Y$ is the isotope yield from the respective reaction as labeled by the subscript. Table 3.2 lists the isospin asymmetries for all the reaction systems used in this section.

| reaction system | $\delta$ |
| :---: | :---: |
| ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ | 0.02041 |
| ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ | 0.14286 |
| ${ }^{40} \mathrm{Ca}+{ }^{112} \mathrm{Sn}$ | 0.07895 |
| ${ }^{48} \mathrm{Ca}+{ }^{124} \mathrm{Sn}$ | 0.18605 |

Table 3.2 Values of isospin asymmetry $\delta$ for all the reaction systems used in isoscaling analysis.

In multifragmentation processes, the isoscaling ratio, denoted as $R_{21}(N, Z)$, exhibits an exponential relationship with neutron number $N$ and proton number $Z$. This relationship, reported in literature [136, 137, 138, 139], can be mathematically represented as:

$$
\begin{equation*}
R_{21}(N, Z)=C \exp (\alpha N+\beta Z), \tag{3.11}
\end{equation*}
$$

Here, $C$ is a normalization factor, while $\alpha$ and $\beta$ are empirical parameters inferred by fitting the isoscaling ratios derived from a range of isotopes. This exponential relationship emerges as matter expands from high-density conditions within the nucleus interior to lower densities, with isotopic clusters forming in the process, and it can be justified using the grand canonical ensemble approach [140, 141].

The parameters $\alpha$ and $\beta$ correspond to the chemical potential differences of neutrons and protons, respectively, in the two reaction system. They are given by

$$
\begin{equation*}
\alpha=\frac{1}{T}\left(\mu_{n}^{(2)}-\mu_{n}^{(1)}\right) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=\frac{1}{T}\left(\mu_{p}^{(2)}-\mu_{p}^{(1)}\right) \tag{3.13}
\end{equation*}
$$

Here, $T$ represents the equilibrium temperature after the reaction. The variables $\mu_{n}^{(i)}$ and $\mu_{p}^{(i)}$ represent the chemical potentials of neutrons and protons for reaction $i$, respectively. By convention, reaction 2 is the system with larger isospin asymmetry $\delta$, i.e. it is more neutronrich than reaction 1. Given the chemical potential of neutrons in the more neutron-rich system (reaction 2) is higher, $\mu_{n}^{(2)}>\mu_{n}^{(1)}$, we expect the parameter $\alpha$ to be positive; similarly, we expect $\beta$ to be negative. These chemical potentials represent the characteristic energy at which nucleon occupancies in phase space transition from a degenerate Fermi gas to a Boltzmann gas. This energy depends not only on the nucleon's kinetic energy but also its potential energy, including the Coulomb potential.

Isoscaling occurs under conditions where both reaction systems reach the same equilibrium temperature $[137,139]$. To quantify this temperature, one can use the yields of isotopes $d, t$, ${ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$ from experimental data. This method is based on the work of S. Albergo et al. [141] and such temperature is expressed as

$$
\begin{equation*}
T_{\mathrm{H}-\mathrm{He}}=\frac{14.29}{\ln \left[1.59 \cdot \frac{Y(d) \cdot Y\left({ }^{4} \mathrm{He}\right)}{Y(t) \cdot Y\left({ }^{3} \mathrm{He}\right)}\right]} \tag{3.14}
\end{equation*}
$$

This equation will be referred to as the Albergo thermometer.

### 3.2.1 $\mathrm{Ca}+\mathrm{Ni}$ systems

We have chosen ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}(\delta \approx 0.0204)$ and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}(\delta \approx 0.143)$ as the two isoscaling systems for the $\mathrm{Ca}+\mathrm{Ni}$ systems. Both beam energies, $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$, will be discussed.

In Figure 3.7, we present the isoscaling fits for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$. The isoscaling ratio $R_{21}$ is computed by dividing the yield of ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ system by the yield of ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ system for each isotope, indicated by the vertical axis in logarithmic scale. For the $56 \mathrm{MeV} / \mathrm{u}$ systems, the yields are sums from $110 \mathrm{MeV} / c$ to $250 \mathrm{MeV} / c$ in $p_{\mathrm{T}} / A$; for the $140 \mathrm{MeV} / \mathrm{u}$ systems, the yields are sums from $130 \mathrm{MeV} / c$ to $350 \mathrm{MeV} / c$ in


Figure 3.7 The isoscaling fits for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $56 \mathrm{MeV} / \mathrm{u}$ (left) and $140 \mathrm{MeV} / \mathrm{u}$ (right). The points are experimental measurements, whereas the dashed lines are the isoscaling fits.
$p_{\mathrm{T}} / A$. It can be seen that the isoscaling fit (dashed lines) is in good agreement with the experimental data (points) for both beam energies.

To be more general, the isoscaling ratio can also be computed as a function of $p_{\mathrm{T}} / A$ using the one-dimensional transverse momentum spectra in Figure 3.5. For each $p_{\mathrm{T}} / A$ bin, the same isoscaling fit is performed, yielding a pair of $\alpha$ and $\beta$ values, while sharing the same normalization factor $C$ across all $p_{\mathrm{T}} / A$ bins. More precisely, we perform least-squares minimization on the objective function

$$
\begin{equation*}
\mathcal{S}=\sum_{i=1}^{n} \sum_{j=1}^{m} r_{i j}^{2} \tag{3.15}
\end{equation*}
$$

by varying $C, \alpha_{i}$, and $\beta_{i}$. Here, $i$ is the bin index of $p_{\mathrm{T}} / A, j$ is the index of the isotopes, $n$ is the number of $p_{\mathrm{T}} / A$ bins, $m$ is the number of isotopes, and the residual $r_{i j}$ is defined as

$$
\begin{equation*}
r_{i j} \equiv \frac{R_{21}^{(i j)}-C \exp \left(\alpha_{i} N_{j}+\beta_{i} Z_{j}\right)}{\delta R_{21}^{(i j)}} \tag{3.16}
\end{equation*}
$$

where $R_{21}^{(i j)}$ is the isoscaling ratio of particle $j$ at the $i$-th $p_{\mathrm{T}} / A$ bin and $\delta R_{21}^{(i j)}$ is the respective standard error.


Figure 3.8 Top: The isoscaling ratio spectra for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $56 \mathrm{MeV} / \mathrm{u}$. The points are experimental measurements, whereas the dashed lines are the isoscaling fits. Middle: The fitted $\alpha$ and $\beta$ values. Bottom: The $T_{\mathrm{H}-\mathrm{He}}$ temperatures for both systems.

The findings are depicted in Figure 3.8 and Figure 3.9, presenting the $\mathrm{Ca}+\mathrm{Ni}$ systems at $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$, respectively. Each figure shares a common horizontal axis, representing the transverse momentum per nucleon, $p_{\mathrm{T}} / A$. The uppermost panels display the isoscaling ratio spectra, where data points represent experimental measurements and dashed lines indicate the isoscaling fits. The term "isoscaling holds" is employed when the


Figure 3.9 Top: The isoscaling ratio spectra for the $\mathrm{Ca}+\mathrm{Ni}$ systems at 140 $\mathrm{MeV} / \mathrm{u}$. The points are experimental measurements, whereas the dashed lines are the isoscaling fits. Middle: The fitted $\alpha$ and $\beta$ values. Bottom: The $T_{\mathrm{H}-\mathrm{He}}$ temperatures for both systems.
dashed lines align with the experimental data points. For some isotopes, the dashed lines might stretch beyond the last data point at higher $p_{\mathrm{T}} / A$ values. This extension is a result of the isoscaling fit, which necessitates data points from a minimum of three isotopes at each $p_{\mathrm{T}} / A$ bin. In this analysis, the fit is executed as long as there are at least three isotopes with valid $R_{21}\left(p_{\mathrm{T}} / A\right)$ values. The panels in the middle exhibit the fitted $\alpha$ and $\beta$ as functions of
$p_{\mathrm{T}} / A$, both of which remain fairly constant throughout the available $p_{\mathrm{T}} / A$ range. Although $\alpha$ and $\beta$ manifest the opposite signs, their magnitudes are comparable. The lowest panels reveal the $T_{\mathrm{H}-\mathrm{He}}$ temperatures for both systems, which demonstrate a steadily increasing trend with $p_{\mathrm{T}} / A$. As anticipated, when isoscaling is observed, the temperatures are found to be similar for both systems.

Upon comparing the isoscaling ratio spectra at $56 \mathrm{MeV} / \mathrm{u}$ (Figure 3.8) and $140 \mathrm{MeV} / \mathrm{u}$ (Figure 3.9), it is discernible that isoscaling persists over a broader $p_{\mathrm{T}} / A$ range because more high- $p_{\mathrm{T}}$ isotopes are available at increased beam energies. The magnitudes of $\alpha$ and $\beta$ are smaller at $140 \mathrm{MeV} / \mathrm{u}$ than at $56 \mathrm{MeV} / \mathrm{u}$ due to the increased temperatures at higher beam energies.

### 3.2.2 $\mathrm{Ca}+\mathrm{Sn}$ systems

The chosen pair of isoscaling systems for the $\mathrm{Ca}+\mathrm{Sn}$ combination in our study are ${ }^{40} \mathrm{Ca}+$ ${ }^{112} \operatorname{Sn}(\delta \approx 0.0790)$ and ${ }^{48} \mathrm{Ca}+{ }^{124} \mathrm{Sn}(\delta \approx 0.186)$. For both systems, observations are carried out at two different beam energies, $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$.


Figure 3.10 The isoscaling fits for the $\mathrm{Ca}+\mathrm{Sn}$ systems at $56 \mathrm{MeV} / \mathrm{u}$ (left) and $140 \mathrm{MeV} / \mathrm{u}$ (right). The points are experimental measurements, whereas the dashed lines are the isoscaling fits.

In Figure 3.10, we present the isoscaling fits for the $\mathrm{Ca}+\mathrm{Sn}$ systems at $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$. The data points include yields from $110 \mathrm{MeV} / c$ to $250 \mathrm{MeV} / c$ in $p_{\mathrm{T}} / A$ for the $56 \mathrm{MeV} / \mathrm{u}$ systems and from $130 \mathrm{MeV} / c$ to $350 \mathrm{MeV} / c$ in $p_{\mathrm{T}} / A$ for the $140 \mathrm{MeV} / \mathrm{u}$ systems. Similarly to the $\mathrm{Ca}+\mathrm{Ni}$ systems, the isoscaling fit (dashed lines) is in good agreement with the experimental data (points) for both beam energies.


Figure 3.11 Top: The isoscaling ratio spectra for the $\mathrm{Ca}+\mathrm{Sn}$ systems at 56 $\mathrm{MeV} / \mathrm{u}$. The points are experimental measurements, whereas the dashed lines are the isoscaling fits. Middle: The fitted $\alpha$ and $\beta$ values. Bottom: The $T_{\mathrm{H}-\mathrm{He}}$ temperatures for both systems.


Figure 3.12 Top: The isoscaling ratio spectra for the $\mathrm{Ca}+\mathrm{Sn}$ systems at 140 $\mathrm{MeV} / \mathrm{u}$. The points are experimental measurements, whereas the dashed lines are the isoscaling fits. Middle: The fitted $\alpha$ and $\beta$ values. Bottom: The $T_{\mathrm{H}-\mathrm{He}}$ temperatures for both systems.

The exact same fitting methodology is employed to this data set, and similar findings are obtained. These are graphically represented in Figure 3.11 and Figure 3.12, illustrating the outcomes for the $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$ systems, respectively. It is worth noting that the isoscaling phenomena, as well as the behavior of $\alpha$ and $\beta$ and the $T_{\mathrm{H}-\mathrm{He}}$ temperatures, show consistent trends with the previous $\mathrm{Ca}+\mathrm{Ni}$ systems, reinforcing the observations made
in the previous section:

- Isoscaling persists over a broader $p_{\mathrm{T}} / A$ range at $140 \mathrm{MeV} / \mathrm{u}$ than at $56 \mathrm{MeV} / \mathrm{u}$.
- $\alpha$ and $\beta$ stay relatively constant throughout the available $p_{\mathrm{T}} / A$ range.
- $\alpha$ and $\beta$ are comparable in magnitude but opposite in sign.
- Magnitudes of $\alpha$ and $\beta$ are smaller at $140 \mathrm{MeV} / \mathrm{u}$ than at $56 \mathrm{MeV} / \mathrm{u}$.
- $T_{\mathrm{H}-\mathrm{He}}$ is higher in the $140 \mathrm{MeV} / \mathrm{u}$ system than in the $56 \mathrm{MeV} / \mathrm{u}$ system.
- $T_{\mathrm{H}-\mathrm{He}}$ increases with $p_{\mathrm{T}} / A$.

The behavior of $\alpha$ and $\beta$ mimics that observed in the $\mathrm{Ca}+\mathrm{Ni}$ system. For both systems, we find that $\alpha$ and $\beta$ exhibit lower magnitudes at the higher beam energy of $140 \mathrm{MeV} / \mathrm{u}$, compared to $56 \mathrm{MeV} / \mathrm{u}$. This expected behavior arises as $\alpha$ and $\beta$ are inversely proportional to temperature, so their magnitudes decrease as the beam energy, and thus the temperature, increases. Alongside this, the $T_{\mathrm{H}-\mathrm{He}}$ temperatures for both the $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$ systems show a consistent increasing trend with $p_{\mathrm{T}} / A$.

As previously discussed in subsection 3.1.2, the transverse momentum spectra of $\mathrm{Ca}+$ Ni and $\mathrm{Ca}+\mathrm{Sn}$ demonstrate similarities for the same beam energy. These similarities are also mirrored in the isoscaling parameters $\alpha$ and $\beta$. In Figure 3.13, we present the fitted $\alpha$ and $\beta$ values for all the isoscaling systems across each $p_{\mathrm{T}} / A$ bin. The error bars indicate the standard errors derived from the fitting procedure, and the diagonal dashed line provides a visual reference denoting when $|\alpha|=|\beta|$. The green arrows represent the directions of increasing $p_{\mathrm{T}} / A$ for respective data points. As $p_{\mathrm{T}} / A$ ascends, indicating emissions from earlier stages of the reaction, the magnitudes of $\alpha$ and $\beta$ become more divergent. This divergence may be linked to the more extreme conditions prevalent during the initial stages of the reaction, including higher temperatures, densities, and net charges, thereby influencing the observed $\alpha$ and $\beta$ values. In this study, we have shown that isoscaling holds true across the entire range of $p_{\mathrm{T}} / A$ measured with $\| \alpha|-|\beta||<0.2$, but J. W. Lee et al. [139] demonstrated


Figure 3.13 The fitted $\alpha$ and $\beta$ values for all the isoscaling systems. The diagonal dashed line indicates when $|\alpha|=|\beta|$. The green arrows indicate the direction of increasing $p_{\mathrm{T}} / A$.
in an experiment with a higher beam energy of $270 \mathrm{MeV} / \mathrm{u}$ that the isoscaling property ceases beyond a specific $p_{\mathrm{T}} / A$ value, producing $\| \alpha|-|\beta||>0.3$.

The phenomenon where $|\alpha| \approx|\beta|$ can also be discerned directly in the isoscaling ratio spectra. If we assume that $\alpha=-\beta$, then 3.11 can be rewritten as

$$
\begin{equation*}
R_{21}(N, Z) \approx C e^{\alpha(N-Z)} \tag{3.17}
\end{equation*}
$$

This formulation implies that isotopes sharing the same neutron excess number, $N-Z$, should exhibit comparable isoscaling ratios. This aggregation of isotopes with identical $N-Z$ values is most prominent in the systems with beam energy at $56 \mathrm{MeV} / \mathrm{u}$, as depicted in 3.8 and 3.11. Within these figures, we can see that the $p-{ }^{3} \mathrm{He}$ and $d-{ }^{4} \mathrm{He}$ isoscaling pairs are grouped closely. The $t$ spectrum stands solitary at present. But if we hypothesize that neutrons follow the same scaling pattern, $R_{21}(n)$ should be similar to $R_{21}(t)$.

This isoscaling ratio grouping becomes less evident but still remains visible in the systems at $140 \mathrm{MeV} / \mathrm{u}$, as illustrated in 3.9 and 3.12. This decrease in grouping is attributed to the smaller magnitudes of $|\alpha|$ and $|\beta|$ as a consequence of increased temperature. To conclude, any discernible divergence within the isoscaling ratios of the same $N-Z$ groups could suggest that the magnitudes of $\alpha$ and $\beta$ are not precisely identical.

### 3.3 Neutron-proton double ratio

As previously discussed in subsection 1.2.1, the neutron to proton yield ratio $(n / p)$ is a crucial metric in the investigation of heavy-ion collisions (HICs). It is employed as an instrument for probing the nuclear equation of state (EOS) and the effective masses of nucleons. This ratio serves as a statistical indicator, evaluating the relative abundance of neutrons and protons within specific energy ranges.

An intuitive approach for calculating the single $n / p$ ratio involves constructing the absolute neutron spectrum $Y_{n}$ and the absolute proton spectrum $Y_{p}$, followed by dividing the former by the latter, $\mathrm{SR}_{n / p}=Y_{n} / Y_{p}$. However, this methodology presents certain challenges. Firstly, obtaining an accurate measure of the neutron spectrum $Y_{n}$ tends to be far more complex than measuring the proton spectrum $Y_{p}$. The subsequent chapters of this thesis will delve deeper into this issue, focusing on neutron detection, analysis, and spectrum reconstruction to shed light on the specific difficulties inherent to this process. Secondly, neutron and proton detections are generally measured by two distinct detectors, each with their own unique detection mechanisms, calibrations, and efficiencies. Therefore, it often presents a non-trivial task to appropriately normalize the two spectra to the same absolute scale with a high degree of precision. Lastly, a significant challenge arises from the fact that many theoretical computations and models, including ImQMD that we employ in this work, struggle to accurately predict the abundance of isotope fragments emitted from HICs. This leads to difficulties when attempting to directly compare $Y_{n}$ and $Y_{p}$ from both simulations and experimental data.

To bypass these impediments, the literature has proposed several adaptations to the
straightforward single $n / p$ ratio [90, 89, 87]. The focus of this section will be a detailed discussion that eventually leads to the construction and application of the $n / p$ double ratio.

### 3.3.1 Coalescence-invariant spectra

The coalescence mechanism plays a key role in many transport models, facilitating the formation of light clusters from individual nucleons. Models from the Quantum Molecular Dynamics (QMD) family, including ImQMD, typically simulate the dynamical evolution of nucleons as localized Gaussian wave packets with fixed forms $[142,143]$. As a result, these simulations yield raw outputs comprising nucleons, each distinguished by their respective isospin projections ( $n$ or $p$ ), positions, and momenta.

To compare the simulation results with experimental data, we need a procedure to coalesce the nucleons into clusters. This is because many experiments are capable of measuring fragments above $A=1$, such as $d, t,{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$, and it is generally desirable to compare the yields from as many isotopes as possible. Hence, a process known as coalescence is needed to coalesce individual nucleons at the end of the simulation into clusters. Although the specifics of the coalescence model may vary, the general method involves grouping nucleons into clusters based on their relative positions and momenta. For instance, nucleons residing close to one another in the six-dimensional $(\mathbf{r}, \mathbf{p})$ phase space are grouped, with the exact parameters that defines proximity established empirically. Nucleons grouped within the same cluster are then treated as a bound state, characterized by a specific mass number $A$ and charge number $Z$, like a nucleus.

Despite its practical utility, the coalescence model does not provide an entirely precise representation of light cluster formation. The derived cluster yields often diverge from experimental observations. To reconcile this disparity, the concept of the coalescence-invariant (CI) spectrum was introduced [90, 89]. The CI spectrum effectively decomposes clusters back into constituent neutrons and protons, allocating to each nucleon its respective position and momentum post-coalescence. This strategy minimizes the bias introduced by the coalescence model, facilitating a more meaningful comparison between experimental data and theoretical
calculations.
Although it may appear counterintuitive to initially perform coalescence and subsequently disassemble the clusters, it is important to note that it is typically not feasible to measure isotopes with exceedingly high mass numbers $A$ with high statistical accuracy in experiments. The yield of a particular isotope generally decreases as $A$ increases. Moreover, other experimental constraints, such as detector acceptance and resolution, inhibit the reliable measurement of isotopes with high $A$. Hence, if we were to exclude the coalescence step and immediately compile all the neutrons and protons to construct the spectra, we would inadvertently include a large quantity of nucleons originating from clusters with high $A$ values based on the coalescence model, even though they are not experimentally accessible.

In this section, we will establish the CI spectra for neutrons and protons, utilizing light charged particles such as $p, d, t,{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$. Specifically, the CI proton spectrum can be formulated as follows:

$$
\begin{align*}
Y\left(p^{(\mathrm{CI})}\right) & =\sum_{A \leq 4, Z \leq 2} Z \cdot Y(A, Z)  \tag{3.18}\\
& =Y(p)+Y(d)+Y(t)+2 Y\left({ }^{3} \mathrm{He}\right)+2 Y\left({ }^{4} \mathrm{He}\right) . \tag{3.19}
\end{align*}
$$

Analogously, the CI neutron spectrum can be expressed as:

$$
\begin{align*}
Y\left(n^{(\mathrm{CI})}\right) & =\sum_{A \leq 4, Z \leq 2}(A-Z) \cdot Y(A, Z)  \tag{3.20}\\
& =Y(n)+Y(d)+2 Y(t)+Y\left({ }^{3} \mathrm{He}\right)+2 Y\left({ }^{4} \mathrm{He}\right) . \tag{3.21}
\end{align*}
$$

However, this CI neutron spectrum still necessitates the absolute yield of the neutron, $Y(n)$, which HiRA10 cannot measure.

The concept of pseudo-neutron, $\tilde{n}$, which is about crafting the neutron spectrum from only charged-particle spectra, was introduced in an attempt to circumvent this issue [144]. In Figure 3.14, the pseudo-neutron spectra for the two $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$ are plotted alongside the proton spectra for comparison. The idea hinges on the assumption that neutrons, like charged particles, follow the isoscaling behavior discussed in section 3.2. Hence,


Figure 3.14 The pseudo-neutron spectra from the two $\mathrm{Ca}+\mathrm{Ni}$ systems at 140 $\mathrm{MeV} / \mathrm{u}$.
the isoscaling ratio $R_{21}(N=1, Z=0)$ for neutrons should align with the simple exponential form $R_{21}=C \exp (\alpha N+\beta Z)$, a model which has successfully described the isoscaling ratios of light charged particles. Under this premise, it can be demonstrated that:

$$
\begin{equation*}
\frac{R_{21}(1,0)}{R_{21}(0,1)}=\frac{R_{21}(2,1)}{R_{21}(1,2)} \therefore R_{21}(n) \quad=\frac{R_{21}(t)}{R_{21}\left({ }^{3} \mathrm{He}\right)} \cdot R_{21}(p) . \tag{3.22}
\end{equation*}
$$

Consequently, the yield of pseudo-neutrons is approximated by [144, 145]:

$$
\begin{equation*}
Y\left(\tilde{n}_{t /{ }^{3} \mathrm{He}}\right) \equiv \frac{Y(t)}{Y\left({ }^{3} \mathrm{He}\right)} \cdot Y(p) . \tag{3.23}
\end{equation*}
$$

While this approach is appealing, the effects of the Coulomb interaction and secondary decay processes need to be considered. Particularly at lower energies, the Coulomb force continues to act on charged particles, altering the observed clusters depending on their charge-to-mass ratio. However, this effect is partially mitigated in $R_{21}$ as both reactions 1 and 2 possess the same total charge.

Further, the comparison of single and double ratios with transport model predictions implicitly assumes the neglect of secondary decay. While this may be approximately correct for the less favored decay channels, such as tritons and helium-3 due to their lower decay q-values, the dominant decay channels for the unstable emitted nuclei-protons, neutrons, and alpha particles - might introduce notable contributions.

Despite these considerations, the pseudo-neutron approximation provides valuable insights especially when the neutron spectrum is a lot more challenging to measure than the charged particle spectra. After this chapter, we will discuss our effort to measure the neutron spectrum directly using the vLANA neutron detection system.


Figure 3.15 The coalescence-invariant single $n / p$ ratio as a function of $p_{\mathrm{T}} / A$ for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$.

Having pseudo-neutron enables the construction of the CI neutron spectrum utilizing exclusively the data from charged-particle spectra. In Figure 3.15, we showcase the CI single $n / p$ ratio as a function of $p_{\mathrm{T}} / A$ for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$. These ratios are directly derived from the transverse momentum spectra in Figure 3.5, with the error bars representing the statistical uncertainties:

$$
\begin{equation*}
\operatorname{SR}\left(n^{(\mathrm{CI})} / p^{(\mathrm{CI})}\right)=\frac{Y\left(n^{(\mathrm{CI})}\right)}{Y\left(p^{(\mathrm{CI})}\right)} . \tag{3.24}
\end{equation*}
$$

Both reaction systems, ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$, are neutron-rich $(\delta>0)$, with the latter exhibiting a higher isospin asymmetry than the former. This disparity is reflected in the fact that the single ratio values for the latter system are persistently higher across the entire $p_{\mathrm{T}} / A$ range. We label ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ as system 1 and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ as system 2.

To further suppress systematic biases instigated by the distinct construction procedures


Figure 3.16 The coalescence-invariant double $n / p$ ratio as a function of $p_{\mathrm{T}} / A$ for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$ as demonstrated in Figure 3.15.
of CI $n$ and CI $p$, we introduce the CI double $n / p$ ratio, which is calculated by the ratio of single CI $n / p$ ratios,

$$
\begin{equation*}
\mathrm{DR}\left(n^{(\mathrm{CI})} / p^{(\mathrm{CI})}\right)=\frac{\mathrm{SR}_{2}\left(n^{(\mathrm{CI})} / p^{(\mathrm{CI})}\right)}{\mathrm{SR}_{1}\left(n^{(\mathrm{CI})} / p^{(\mathrm{CI})}\right)} \tag{3.25}
\end{equation*}
$$

The outcome is presented in Figure 3.16. It is evident that the CI double $n / p$ ratio persistently surpasses unity, increasing across the entire $p_{\mathrm{T}} / A$ range. We will now adopt this experimental double ratio from HiRA10 against the theoretical calculations given by ImQMD.

### 3.4 Bayesian analysis of double ratio spectrum

In this section, we will discuss the use of Bayesian analysis on the double ratio spectrum to infer equation-of-state (EOS) parameters and effective masses of nucleons. We constrain ourselves to vary

$$
\begin{equation*}
S_{0} \equiv S\left(\rho_{0}\right) \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.L \equiv 3 \rho_{0} \frac{\partial S(\rho)}{\partial \rho}\right|_{\rho=\rho_{0}} \tag{3.27}
\end{equation*}
$$

where $S(\rho)$ is the symmetry energy and $\rho_{0}$ is the nuclear saturation density at $\approx 0.16 \mathrm{fm}^{-3}$. As for the effective masses, we will vary the isoscalar effective mass $m_{s}^{*}$ and the isovector
effective mass $m_{v}^{*}$, seeking to constrain these parameters by comparing the experimental double ratio spectrum presented in Figure 3.16 with the theoretical calculations from ImQMD.

Typically, least-squares regression is employed to find the best-fit parameters within the input space of $\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right)$ for a given observable, like the double ratio spectrum. However, least-squares regression faces several challenges. Although it can provide uncertainty estimates, these measures often assume Gaussian residuals. The lack of comprehensive uncertainty quantification limits our understanding of the inferred EOS parameters and effective masses. Furthermore, least-squares regression lacks a mechanism for systematically incorporating prior knowledge about parameters, which could be particularly beneficial given the existing uncertainties around these parameters.

In contrast, Bayesian analysis provides a more comprehensive approach to uncertainty quantification through full posterior distributions and enables the incorporation of prior knowledge systematically. Thanks to advancements in computational hardware and software, Bayesian analysis has become increasingly popular in recent years. In addition, Bayesian analysis provides a measure of protection against overfitting because any tendencies toward overfitting are reflected in increased parameter uncertainty in the posterior distributions.

Given these advantages, we opt for Bayesian analysis for our task. The remaining of this section will start with a brief introduction to Gaussian Process regression and Bayesian inference, followed by a discussion on the inference results from the double ratio spectrum.

### 3.4.1 Gaussian Process emulation

Gaussian Process (GP) emulation [146], also known as GP regression, is a non-parametric regression technique applied across numerous domains, including nuclear physics [147, 148, 149]. It offers several advantages, such as flexibility and inherent uncertainty quantification, making it well-suited for Bayesian analysis. Of paramount importance to our work is the GP emulator's ability to expedite the inference of the double ratio prediction by ImQMD across any point

$$
\begin{equation*}
\mathbf{x}^{(\operatorname{ImQMD})}=\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right) \in \mathbb{R}^{4} . \tag{3.28}
\end{equation*}
$$

This acceleration is significant, especially when considering that while simulating a single collision event with ImQMD takes approximately $\sim 1 \mathrm{~s}$, and obtaining an accurate prediction of the double ratio spectrum necessitates at least $\sim 10^{5}$ collision events.

Conducting regression, be it least-squares or Bayesian, entails evaluating the double ratios at numerous points $\left(\sim 10^{3}\right)$ within the parameter space. Given the computational expense, directly employing ImQMD for this task is unfeasible. In contrast, a well-trained GP emulator can predict the double ratio spectrum across any point in the parameter space swiftly ( $\lesssim 1 \mathrm{~s}$ ) while simultaneously quantifying the uncertainty.

For a more general language, we represent the input parameters as $\mathbf{x} \in \mathbb{R}^{n}$, in which $n$ is the dimension of the input space, and the output space as $y \in \mathbb{R}$. A Gaussian Process constitutes a collection of random variables, where any finite set possesses a joint Gaussian distribution. In the context of regression, it is a prior over functions, which is fully characterized by its mean function $\mu(\mathbf{x})$ and covariance $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ :

$$
\begin{align*}
\mu(\mathbf{x}) & =\mathbb{E}[f(\mathbf{x})]  \tag{3.29}\\
k\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =\mathbb{E}\left[(f(\mathbf{x})-\mu(\mathbf{x}))\left(f\left(\mathbf{x}^{\prime}\right)-\mu\left(\mathbf{x}^{\prime}\right)\right)\right] . \tag{3.30}
\end{align*}
$$

Here, $f(\mathbf{x})$ is the function we aim to learn. Typically, we set $\mu(\mathbf{x})=\mathbf{0}$ for simplicity as the GP is flexible enough to model the mean arbitrarily well. The covariance $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$, also known as the kernel, is a similarity measurement between function values at two different points in the input space. In this work, we will always be using the radial basis function (RBF) kernel, also known as the squared exponential kernel:

$$
\begin{equation*}
k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\exp \left(-\frac{1}{2} \sum_{i=1}^{n} \frac{\left(x_{i}-x_{i}^{\prime}\right)^{2}}{\ell_{i}^{2}}\right) \tag{3.31}
\end{equation*}
$$

where $\ell_{i}>0$ is the length scale of the $i$-th dimension that controls the smoothness of the function.

In the training process of the GP emulator, we provide a set of training data, which consists of input points $\mathbf{X} \in \mathbb{R}^{m \times n}$ and output values $\mathbf{y} \in \mathbb{R}^{m}$. This data set is used to learn the hyperparameters of the GP, specifically the length scales $\ell_{i}$. This is typically done
by maximizing the log marginal likelihood of the training data under the GP prior, which provides a balance between fit to the data and complexity of the function.

Predicting at a new point $\mathbf{x}_{*} \in \mathbb{R}^{n}$ involves having a joint Gaussian distribution over the observed output values $\mathbf{y} \in \mathbb{R}^{m}$ and the predicted function value $f_{*}=f\left(\mathbf{x}_{*}\right) \in \mathbb{R}$ :

$$
\left[\begin{array}{l}
\mathbf{y}  \tag{3.32}\\
f_{*}
\end{array}\right] \sim \mathcal{N}\left(\mathbf{0},\left[\begin{array}{cc}
K(\mathbf{X}, \mathbf{X})+\operatorname{diag}\left(\boldsymbol{\sigma}^{2}\right) & K\left(\mathbf{X}, \mathbf{x}_{*}\right) \\
K\left(\mathbf{x}_{*}, \mathbf{X}\right) & k\left(\mathbf{x}_{*}, \mathbf{x}_{*}\right)
\end{array}\right]\right)
$$

where $K\left(\mathbf{X}, \mathbf{X}^{\prime}\right) \in \mathbb{R}^{m \times m}$ has matrix elements $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right), K\left(\mathbf{X}, \mathbf{x}_{*}\right)=K\left(\mathbf{x}_{*}, \mathbf{X}\right)^{T} \in \mathbb{R}^{m}$ denotes the vector with elements $k\left(\mathbf{x}, \mathbf{x}_{*}\right)$, and $\boldsymbol{\sigma}^{2} \in \mathbb{R}^{m}$ is the vector of noise variances in the training data. Conditioning this joint Gaussian on the observed values $\mathbf{y} \in \mathbb{R}^{m}$, we get the posterior distribution over $f_{*}$ which is also Gaussian:

$$
\begin{equation*}
f_{*} \sim \mathcal{N}\left(\mu_{*}, \sigma_{*}^{2}\right), \tag{3.33}
\end{equation*}
$$

where

$$
\begin{align*}
& \mu_{*}=K\left(\mathbf{x}_{*}, \mathbf{X}\right)\left[K(\mathbf{X}, \mathbf{X})+\operatorname{diag}\left(\boldsymbol{\sigma}^{2}\right)\right]^{-1} \mathbf{y}  \tag{3.34}\\
& \sigma_{*}^{2}=K\left(\mathbf{x}_{*}, \mathbf{x}_{*}\right)-K\left(\mathbf{x}_{*}, \mathbf{X}\right)\left[K(\mathbf{X}, \mathbf{X})+\operatorname{diag}\left(\boldsymbol{\sigma}^{2}\right)\right]^{-1} K\left(\mathbf{X}, \mathbf{x}_{*}\right) \tag{3.35}
\end{align*}
$$

| parameter | range |
| :---: | :---: |
| $S_{0}$ | $[25,45] \mathrm{MeV}$ |
| $L$ | $[20,170] \mathrm{MeV}$ |
| $m_{s}^{*}$ | $[0.6,1.0] m_{N}$ |
| $m_{v}^{*}$ | $[0.6,1.2] m_{N}$ |

Table 3.3 Ranges of the parameters used in the Latin hypercube sampling.

We have trained the GP emulator to predict the CI $n / p$ ratios for a given input point of $\left(p_{\mathrm{T}} / A, \mathbf{x}^{(\operatorname{ImQMD})}\right)$. The training data is generated by running the simulation at 75 different $\mathbf{x}^{(\operatorname{ImQMD})}$ points, randomly chosen according to the Latin hypercube sampling (LHS) [150] over the ranges listed in Table 3.3. For each $\mathbf{x}^{(\mathrm{ImQMD})}$ point, we simulate $2 \times 10^{6}$ collision events. The simulated events are then analyzed in the same way as the experimental data, and the CI $n / p$ ratios are calculated.


Figure 3.17 Coalescence-invariant (CI) $n / p$ single ratios. The data points are the experimental data, replotted from Figure 3.15. The gray lines behind the data points consist of 75 single ratio spectra from ImQMD used to train the GP emulator.

In Figure 3.17, we show the CI $n / p$ single ratios, where the data points are the experimental data from Figure 3.15 and the gray lines represent the ImQMD single ratios used to train the GP emulator. For the ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ system, the simulation fails to reproduce the experimental data when $p_{\mathrm{T}} / A \geq 350 \mathrm{MeV} / c$ over the entire parameter space specified in Table 3.3. For the ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ system, the experimental data is placed near the edge of the envelope of the simulated spectra. These observations suggest that the ImQMD model is not ideal for predicting the CI single ratios for these two systems. While GP emulator is capable of mathematically extrapolating its predictions beyond the training parameter space, there is no guarantee that the extrapolation is accurate or physically meaningful. Hence, we will only use the GP emulator to predict the CI $n / p$ double ratios for the ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ system, in which most of the systematics present in the model and the analysis procedure are canceled out. The double ratios are presented in Figure 3.18.


Figure 3.18 Coalescence-invariant (CI) $n / p$ double ratios. The data points are the experimental data, replotted from Figure 3.16. The gray lines behind the data points consist of 75 double ratio spectra used to train the GP emulator.

### 3.4.2 Bayesian inference

In the context of Bayesian inference, the process of estimating the posterior distribution is given by Bayes' theorem:

$$
\begin{equation*}
\mathcal{P}(\mathbf{x} \mid \mathbf{y})=\frac{\mathcal{P}(\mathbf{y} \mid \mathbf{x}) \mathcal{P}(\mathbf{x})}{\mathcal{P}(\mathbf{y})} \tag{3.36}
\end{equation*}
$$

where $\mathcal{P}$ is probability, $\mathbf{x}$ is the parameters of interest (e.g., $\mathrm{x}^{(\operatorname{ImQMD})}$ ), and $\mathbf{y}$ is the observed data (e.g., the CI double ratio spectrum arranged as a vector). In this equation:

- $\mathcal{P}(\mathbf{x} \mid \mathbf{y})$ is the posterior, which represents our updated belief about the parameters $\mathbf{x}$ after observing the data $\mathbf{y}$. This is the result that we are interested in.
- $\mathcal{P}(\mathbf{y} \mid \mathbf{x})$ is the likelihood of observing the data $\mathbf{y}$ given the parameters $\mathbf{x}$. It measures the compatibility of the observed data with the chosen parameters. This is given by the GP emulator, which was first trained on the simulation data from ImQMD.
- $\mathcal{P}(\mathbf{x})$ is the prior of the parameters, encapsulating our prior knowledge or beliefs about the parameters before observing the data. This is often the most controversial
component of Bayesian inference as the choice of prior is subjective and can have a significant impact on the posterior.
- $\mathcal{P}(\mathbf{y})$ is the evidence or marginal likelihood. It acts as a normalization constant ensuring that the posterior distribution is a valid probability distribution. However, it is often computationally challenging to calculate directly due to the necessity of integrating over all possible parameter of interest $\mathbf{x}$.

The computational challenge of calculating the evidence $P(\mathbf{y})$ had historically limited the application of Bayesian inference. However, the development of Markov Chain Monte Carlo (MCMC) methods and the advancements of modern computers have made Bayesian inference more accessible. MCMC is a suite of algorithms designed to sample from complex, high-dimensional probability distributions, particularly when direct sampling is impractical or impossible. These methods are typically used to sample from the posterior distribution, yielding a representative sample of parameter values for making inferences and predictions.

In our current work, we have implemented both the GP emulator and Bayesian inference using the Python package PyMC of version 5.5.0 [151]. Within PyMC, we employ a implementation of the MCMC method known as the No-U-Turn Sampler (NUTS), an extension to the Hamiltonian Monte Carlo algorithm that eliminates the need to manually tune the proposal distribution.

Using the CI double ratio spectrum from the $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$, we perform Bayesian inference on the parameters $\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right)$. The posterior distributions of these parameters are presented in Figure 3.19. The diagonal plots show the marginal distributions of each parameter, i.e. one-dimensional projections of the posterior distributions, whereas the off-diagonal plots show the pairwise correlations between parameters, i.e. two-dimensional projections of the posterior distributions. Due to the limited number of observables, the posterior distributions are broad, indicating that using CI double ratio solely to constrain the parameters results in large uncertainties.


Figure 3.19 Posterior distributions of $\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right)$ for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$. The diagonal plots show the marginal distributions of each parameter, whereas the off-diagonal plots show the pairwise correlations between parameters. The units of $S_{0}$ and $L$ are MeV , whereas the units of $m_{s}^{*}$ and $m_{v}^{*}$ are $m_{N}$. The red dashed line in the $m_{v}^{*}-m_{s}^{*}$ correlation plot indicates the line where $m_{v}^{*}=m_{s}^{*}$.

Despite the inherent challenges, our analysis does unveil an intriguing correlation between $m_{s}^{*}$ and $m_{v}^{*}$, as illustrated in the $m_{v}^{*}-m_{s}^{*}$ correlation plot in Figure 3.19. A red line is drawn in this plot to indicate the line where $m_{v}^{*}=m_{s}^{*}$. The posterior of $\left(m_{s}^{*}, m_{v}^{*}\right)$ is narrowly concentrated above this line, suggesting a preference for

$$
\begin{equation*}
f_{I} \equiv \frac{m_{N}}{m_{s}^{*}}-\frac{m_{N}}{m_{v}^{*}} \tag{3.37}
\end{equation*}
$$



Figure 3.20 Left: Posterior distributions of $f_{I}$. Right: Posterior distributions of $\Delta m_{n p}^{*} / \delta$.
to be positive, or equivalently, the effective mass splitting,

$$
\begin{equation*}
\Delta m^{*} \equiv m_{n}^{*}-m_{p}^{*} \tag{3.38}
\end{equation*}
$$

is favored to be negative. The posteriors for these two quantities are presented in Figure 3.20, showing that $f_{I}=0.14 \pm 0.11$ or $\Delta m_{n p}^{*} / \delta=-0.17 \pm 0.12$.

To check the consistency of this result, we perform the same Bayesian inference on the simulation data from ImQMD, i.e. a closure test. Specifically, this involves the application of Bayesian inference to synthetic data generated from the model, a valuable test to assess the efficacy of our approach.

Our procedure has produced a coalescence-invariant double ratio spectrum for 75 distinct parameter points $\mathbf{x}^{(\operatorname{ImQMD})}$. This rich set of data allows us to perform leave-one-out (LOO) closure tests. First, we select one parameter point to serve as synthetic experimental data. Next, we train a GP emulator using the remaining 74 parameter points and subsequently perform Bayesian inference on the selected synthetic data. This procedure is repeated for all 75 parameter points, generating us 75 posterior distributions.

In Figure 3.21, we display the posterior distributions of $\mathbf{u}^{(\operatorname{ImQMD})}$ for one arbitrarily chosen synthetic coalescence-invariant double ratio spectrum. The stars and dash-dotted vertical lines represent the actual parameter values for $\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right)$. Similar to the posteriors from the experimental CI double ratio shown earlier in Figure 3.19, the posteriors derived from the synthetic data exhibit substantial spreads for all parameters. Nonetheless, the strong


Figure 3.21 Posterior distributions of $\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right)$ for a synthetic CI double $n / p$ ratio spectrum generated from ImQMD. The star markers in the off-diagonal panels and the dash-dotted vertical lines in the diagonal panels indicate the true parameter values. The red dashed line in the $m_{v}^{*}-m_{s}^{*}$ correlation plot indicates where $m_{v}^{*}=m_{s}^{*}$.
correlation between $m_{s}^{*}$ and $m_{v}^{*}$ can still be observed.
Similar patterns are observed for all other 74 LOO closure tests. In Figure 3.22, we present the correlation between the true and predicted values for $S_{0}, L, m_{s}^{*}$, and $m_{v}^{*}$. Each point represents the posterior mean of the respective parameter from one of the 75 LOO closure tests, with the error bars indicating the posterior standard deviations. The correlation coefficients between the true and predicted values are $0.73_{-0.04}^{+0.04}, 0.79_{-0.04}^{+0.03}, 0.37_{-0.09}^{+0.08}$, and


Figure 3.22 The correlation between true and predicted values for $S_{0}, L, m_{s}^{*}$, and $m_{v}^{*}$ from the synthetic data. The black dashed diagonal line indicates the line where the two quantities are equal. Each blue data point represents the result from one of the 75 LOO closure tests.
$0.62_{-0.05}^{+0.05}$ for $S_{0}, L, m_{s}^{*}$, and $m_{v}^{*}$, respectively. The asymmetric error bars show the $95 \%$ confidence intervals. From the figure, it can be concluded that using only the CI double ratio to constrain $S_{0}, L, m_{s}^{*}$, and $m_{v}^{*}$ is not particularly effective.

If we focus on the correlation between $m_{s}^{*}$ and $m_{v}^{*}$, or equivalently, the quantity $f_{I}$, a more accurate prediction can be established. In Figure 3.23, we present the correlation between the true and predicted $f_{I}$ values from the synthetic data. Each data point represents the result


Figure 3.23 The correlation between true $f_{I}$ and predicted $f_{I}$ from the synthetic data. The black dashed diagonal line indicates the line where the two quantities are equal. Each blue data point represents the result from one of the 75 LOO closure tests.
from one of the 75 LOO closure tests. It can be seen that the data points are concentrated around the diagonal line where the true and predicted values are equal. The correlation coefficient for $f_{I}$ is calculated to be $0.86_{-0.02}^{+0.02}$, showing not only a higher correlation, but also a smaller spread than of $S_{0}, L, m_{s}^{*}$, and $m_{v}^{*}$. This completes the closure test, demonstrating that the inference of $f_{I}$ from the CI double ratio is capable of reproducing the true $f_{I}$ value. If we consider only the signs of the predictions, the predicted $f_{I}$ mean values share the same sign as the true $f_{I}$ values in 71 out of 75 LOO closure tests, giving a $94.7 \%$ accuracy.

Nonetheless, it is far from clear to understand why the strong correlation between $m_{s}^{*}$ and $m_{v}^{*}$ exists. In future investigation, it would be informative to understand if similar correlations between $m_{s}^{*}$ and $m_{v}^{*}$ exist in closure tests using different transport models. Each model, with its unique assumptions, approximations, and momentum dependence of the symmetry potential, can greatly affect the results. Using different models can help to assess the robustness of the observed correlation and provide further insights into its underlying physics.

Starting from the next chapter, we will shift our focus from charged particles to neutrons. In Chapter 5, we will revisit the Bayesian analysis of the CI double ratio spectrum by replacing the pseudo-neutron in the CI neutron with the actual neutron spectrum from the vLANA neutron detection system.

## CHAPTER 4

## CALIBRATIONS FOR THE NEUTRON DETECTION SYSTEM

In this chapter, we discuss the calibration procedures for the neutron detection system, vLANA (LANA with Veto wall). These procedures are performed by treating vLANA as a single detection system, independent of the other two detection systems, the HiRA10 and Microball. The sections are arranged according to the order of the data analysis pipeline. Procedure described in each section may depend on the results from all previous sections.

The vLANA is composed of the Forward array (FA), the Veto wall (VW), the Neutron wall A (NWA), and the Neutron wall B (NWB). The two Neutron walls, NWA and NWB, are collectively called the Large Area Neutron Array (LANA) [98, 152, 123]. In this dissertation work, only data from the NWB is used. While adding NWA to the analysis would enhance the overall detection efficiency after accounting for multiple scattering between the two walls, it is not essential for this work as the angular coverage of NWA is overlapping with that of the NWB, hence not providing any additional kinetic phase space for the measurement of neutron spectra. Calibrate procedures are performed for every NWB bar because the bar-to-bar calibration parameters are not expected to be the same. As long as there is sufficient statistics, we also repeat the same procedures for every single run. This allows us to pick up any systematic shifts in the calibration parameters in between runs, which may be caused by changes in the experimental conditions. Nonetheless, due to the stochastic nature of collision events, the calibration parameters would still be fluctuating from run to run despite identical experimental conditions. To distinguish between statistical fluctuations and systematic shifts in the calibration parameters programmatically, we adopt a change point detection algorithm that uses a linearly penalized segmentation (Pelt) [153] implemented in the ruptures Python package [154, 155].

In Figure 4.2, we show a demonstration of the change point detection algorithm, in which $p_{0}$ and $p_{1}$ are two synthetic calibration parameters that change as a function of time. The


Figure 4.1 A top view of the experimental setup, including the vLANA boxed by the blue dashed line. Not to scale.


Figure 4.2 The change point detection algorithm gives two breakpoints marked by the vertical dashed lines, splitting the data into three chunks labeled as 1,2 , and 3 . The horizontal lines represent the average values of $p_{0}$ and $p_{1}$ in each chunk.
algorithm automatically detects two breakpoints right before run 20 and run 70, marked by the vertical dashed lines. These breakpoints identified by the algorithm are also apparent to a trained eye, indicating a change in the experimental conditions that affects the calibration parameters. These two breakpoints split the data into three "chunks" of runs. The average values of $p_{0}$ and $p_{1}$ in each chunk, as shown by the horizontal lines, are then used as the final calibration parameters for the corresponding runs to minimize the statistical fluctuations.

### 4.1 Hit position calibration

When an ionizing radiation hits a neutron wall bar, scintillation occurs in the NE-213 liquid. Light is then produced from the point of interaction and propagates along the NW bar toward both ends until it is collected by the photomultiplier tubes (PMTs). Hit position calibration compares the arrival times of the light pulses at the two PMTs to determine the position of the hit on the NW bar.

In the following subsections, we first discuss the coordinate systems used in the analysis of neutron detection system (vLANA). This provides a common basis for any discussion that involves the position of a hit on the NW bar, and it will be used throughout the rest of this dissertation. Following that, we delve into the position calibration procedure, which is performed for every NWB bar and every run.

### 4.1.1 Coordinate systems

To specify the position of a hit on the NW bar, it is necessary to establish a coordinate system. There are two common coordinate systems used in the analysis of neutron detection system (vLANA) - the lab coordinate system and the bar coordinate system.

The lab coordinate system sets its origin at the beam-target interaction point. The $z$-axis is along the beam direction, whereas the $y$-axis is pointing upward (opposite to gravity). The $x$-axis is then given by the right-hand rule, which is pointing to the left when looking along the beam direction. When extracting the physics information from the data, it is more convenient to express the lab coordinate system using the spherical coordinates, which are denoted by $\theta$ (polar angle), $\phi$ (azimuthal angle), and $r$ (radial distance). The entire vLANA
sits in the northern hemisphere $\left(\theta<90^{\circ}\right)$, with VW and LANA further confined in the $-90^{\circ}<\phi<90^{\circ}$ range ( $+x$ hemisphere).

The bar coordinate system is defined for each NW bar and assumes the NW bar can be modeled as a simple cuboid. Its origin is defined at the geometric center of the NW bar. The $x$-axis is along the bar's longest dimension, whereas the $y$-axis is pointing upward. The $z$-axis is then given by the right-hand rule, which is roughly pointing toward the target. Figure 4.3 shows a schematic view of the NW bar coordinate system. In this dissertation, we also use the terms "left" and "right" to refer to the $x$-axis direction. Left is defined as $x_{\text {bar }}<0$ and right is defined as $x_{\text {bar }}>0$.

The conversion between the two coordinate systems is given by

$$
\begin{equation*}
\mathbf{r}_{\mathrm{lab}}=P \mathbf{r}_{\mathrm{bar}}+\mathbf{r}_{0} \tag{4.1}
\end{equation*}
$$

where $\mathbf{r}_{\text {lab }}=\left(x_{\text {lab }}, y_{\text {lab }}, z_{\text {lab }}\right)^{T}, \mathbf{r}_{\text {bar }}=\left(x_{\text {bar }}, y_{\text {bar }}, z_{\mathrm{bar}}\right)^{T}, \mathbf{r}_{0}$ is the NW bar center in the lab


Figure 4.3 A schematic view of the NW bar coordinate system. The drawing is not to scale, however the relative sizes of the NW bar dimensions have been preserved. Excluding the Pyrex thickness, each bar has a dimension of $193.04 \mathrm{~cm} \times 7.62 \mathrm{~cm} \times$ $6.35 \mathrm{~cm}(x, y, z)$.
coordinate system, and $P$ is the transformation matrix given by

$$
P=\left(\begin{array}{ccc}
-\cos \theta_{\mathrm{NW}} & 0 & \sin \theta_{\mathrm{NW}}  \tag{4.2}\\
0 & 1 & 0 \\
-\sin \theta_{\mathrm{NW}} & 0 & -\cos \theta_{\mathrm{NW}}
\end{array}\right)
$$

Here, $\theta_{\mathrm{NW}} \approx 39.55^{\circ}$. This value is slightly different from the $39.37^{\circ}$ in Figure 4.1 because the NW bars are not oriented perfectly during the experiment to have their front surfaces facing the target normally. This small difference has been taken in account when running various simulations for the analysis. Nevertheless, the effect of this difference is negligible for the physics objectives of this dissertation.

### 4.1.2 Calibrating hit positions using Veto wall bar shadows

Let $t_{0}=0$ be the time when the beam isotope hits the target and $t_{x}$ be the time when the neutron coming from the beam-target nuclear reaction first hits the neutron wall and induces light. Denote the speed of light propagating along the bar as $v_{x}$. The arrival times at the left and right PMTs are, respectively,

$$
\begin{equation*}
t_{\mathrm{L}}=t_{x}+\frac{\ell / 2+x}{v_{x}} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{\mathrm{R}}=t_{x}+\frac{\ell / 2-x}{v_{x}} \tag{4.4}
\end{equation*}
$$

where $\ell=193.04 \mathrm{~cm}$ is the full length of the NW bar and $x$ is the hit position along the bar longest dimension. Given the design of the NW, there is no reliable way to reconstruct the $y$ and $z$ coordinates of the hit positions accurately.

In the experimental data, time information may be delayed by some constant amount of time due to cable delays and electronic delays. Denote the delays as $\tau_{\mathrm{L}}$ and $\tau_{\mathrm{R}}$, respectively. This gives the observed arrival times at the left and right PMTs as, respectively,

$$
\begin{equation*}
t_{\mathrm{L}}^{(\mathrm{obs})}=t_{x}+\frac{\ell / 2+x}{v_{x}}+\tau_{\mathrm{L}} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{\mathrm{R}}^{(\mathrm{obs})}=t_{x}+\frac{\ell / 2-x}{v_{x}}+\tau_{\mathrm{R}} . \tag{4.6}
\end{equation*}
$$

The position $x$ can then be obtained by canceling out $t_{x}$, resulting in

$$
\begin{equation*}
x=\frac{1}{2} v_{x} \cdot \Delta t^{(\mathrm{obs})}+x_{0}, \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta t^{(\mathrm{obs})} \equiv t_{\mathrm{L}}^{(\mathrm{obs})}-t_{\mathrm{R}}^{(\mathrm{obs})} \tag{4.8}
\end{equation*}
$$

is the observed arrival time difference and

$$
\begin{equation*}
x_{0}=-\frac{1}{2} v_{x} \cdot\left(\tau_{\mathrm{L}}-\tau_{\mathrm{R}}\right) \tag{4.9}
\end{equation*}
$$

is the calibration offset.
To calibrate the position, we want to determine the values of $v_{x}$ and $x_{0}$ for each NW bar. It is achieved by fitting Equation 4.7 to a given set of $\left(\Delta t^{(\mathrm{obs})}, x\right)$ pairs as calibration points. The calibration points are obtained by using the VW bars to cast "shadows" onto the NW bars. VW is placed right in front of NWB with a separation of 48.3 cm , and it completely blocks the view of the NWB from the target with its overlapping width for every adjacent pair of VW bars. While the VW was originally designed to veto charged particles, we have taken advantage of the fact that the VW bars are installed vertically and the NWB bars are placed horizontally, which gives rise to a grid-like pattern that resembles the design of a double-sided silicon strip detector (DSSD). This allows the VW bar shadows casting onto the NWB to be used for position calibration, providing 18 calibration points for each NW bar.

During the experiment, we used a laser tracker [156] to measure the physical locations of both NW and VW. The measured coordinates were then used to refine the original 3D models created in Autodesk Inventor [157] before the experiment, resulting in more accurate models that better reflect the actual setup. Using the refined 3D models, we calculated the expected positions of the VW bar shadows on the NWB bars by performing ray tracing from the target. These calculated positions of the VW bar shadows on the NWB serve as the calibration points for $x$ with high fidelity.

Figure 4.4 shows the expected positions of the VW bar shadow centers on the NWB bars.


Figure 4.4 The horizontal rectangles indicate the NWB bars, whereas the vertical lines indicate the expected positions of VW bar shadow centers. VW bar numbers are labeled on the top.

Shadows of VW bars 1, 2, and 23 fall outside of the NWB; shadows of VW bars 3 and 22 only cast onto the NWB partially, hence they are discarded for position calibration. Only VW bars 4 to 21, inclusively, are used for position calibration, giving us 18 calibration points per NWB bar.

In Figure 4.5, we present a visualization of the VW bar shadows for a single experimental run. The VW bars are designed to overlap with neighboring bars to eliminate inter-bar gaps that may allow charged particles to pass through without triggering the VW. Consequently, the VW bar shadows have to be plotted every two bars. The left panel displays the shadows from the even VW bars, while the right panel displays the shadows from the odd VW bars. In the data, each VW shadow cast onto the NWB follows a normal distribution. To extract the mean and standard deviation of this distribution, we fit a Gaussian function to the shadow.

Position calibration is performed for every NWB bar in each experimental run using the VW shadows. The calibrated $v_{x}$ values range from $14.5 \mathrm{~cm} / \mathrm{ns}$ to $15.5 \mathrm{~cm} / \mathrm{ns}$ (about half the


Figure 4.5 Vertical shadows from the veto wall bars casted onto the neutron wall B. The left panel shows shadows from the even veto wall bars, whereas the right panel shows shadows from the odd veto wall bars. The veto wall bar numbers are labeled on the top, with the respective vertical dashed lines indicating the expected shadow centers.
speed of light in vacuum) across different bars. The calibrated $\Delta \tau$ values vary from -80 cm to +90 cm across different bars. It should be noted that the reported $v_{x}$ is slower than the speed of light in bulk NE-213 volume, $v_{\text {NE213 }}$, which is approximately $19.9 \mathrm{~cm} / \mathrm{ns}$ for light at a wavelength of 425 nm . The reason for this is because light propagating within the NW bar do not generally travel parallel to the $x$ direction. Instead, the light travels at an angle with respect to the $x$ direction, and may reach the PMT after bouncing off the bar's inner surface multiple times. This results in a longer path length and a slower effective speed for the light to cover the same displacement along the $x$ direction. Table 4.1 provides the calibrated parameters for run 4300 as an example.

| NWB bar | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{x}[\mathrm{~cm} / \mathrm{ns}]$ | 15.1 | 15.3 | 14.9 | 15.3 | 15.5 | 15.0 | 14.9 | 15.0 | 15.0 | 15.5 | 15.0 | 15.3 |
| $x_{0}[\mathrm{~cm}]$ | 15.3 | -44.2 | -3.1 | -5.6 | 21.3 | -37.7 | -1.2 | 71.6 | -14.8 | 84.0 | 35.7 | 90.8 |


| NWB bar | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{x}[\mathrm{~cm} / \mathrm{ns}]$ | 15.3 | 14.7 | 14.5 | 15.2 | 15.1 | 15.0 | 14.6 | 14.9 | 15.1 | 15.0 | 15.0 | 15.4 |
| $x_{0}[\mathrm{~cm}]$ | -78.5 | -77.2 | 88.9 | 0.5 | 29.5 | 58.8 | -15.5 | 49.6 | 19.0 | 3.5 | 9.9 | -5.9 |

Table 4.1 Position calibration parameters for all NWB bars in run 4300.

The position resolution, as measured using cosmic muons, is approximately 7 cm [122]. This value is comparable to both the transverse height ( 7.62 cm ) and the longitudinal thickness $(6.35 \mathrm{~cm})$ of a NWB bar. However, hit positions in the $y$ and $z$ directions within the NWB bar cannot be accurately reconstructed. As a result, we set both the $y$ and $z$ coordinates to zero, i.e., the center of the transverse cross-sectional area of the NWB bar. Nevertheless, this discrete reconstruction of hit positions may introduce spikes in the distributions of other quantities that depend on the hit positions, causing difficulties in the analysis. To address this issue, we randomize the $y$ and $z$ coordinates within the transverse cross-sectional area of the NWB bar for such use cases. The associated smearing due to this randomization is then treated as an uncertainty.

The same procedure is repeated for all NWB bars in all runs. The final calibration parameters are obtained by averaging the calibrated parameters from runs within the same chunk of runs, as suggested by the change point detection algorithm.

### 4.2 Time-of-flight calibration

To determine the energy of neutrons, we rely on time-of-flight (ToF) measurements. This is different from how the energies of charged particles are measured in HiRA10 because neutrons do not interact with scintillators in the same way that charged particles do. Charged particles lose energy as they pass through a scintillator, and the resulting light output monotonically depends on the energy loss. In contrast, neutrons can interact with the scintillator material through various reaction channels, each of which has a different cross section. This leads to a wide range of light output distribution for a given neutron energy, making it difficult to accurately determine the energy of the neutron from the light output.

The ToF of a particle hitting the neutron wall B (NWB) is given by

$$
\begin{equation*}
t_{\mathrm{tof}} \equiv t_{x}-t_{0}=t_{x} \tag{4.10}
\end{equation*}
$$

where $t_{0}=0$ is defined to be the nuclear reaction event start time at the target and $t_{x}$ is the arrival time at one of the NWB bars at position $x$ along the bar. $t_{x}$ is not directly measured
in the experiment. To rewrite $t_{x}$, we add Equation 4.5 and Equation 4.6, resulting in

$$
\begin{equation*}
t_{\mathrm{tof}}=\left(\bar{t}^{(\mathrm{obs})}-t_{0}\right)-\bar{\tau}-\frac{\ell}{2 v_{x}}, \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{t}^{(\mathrm{obs})} \equiv \frac{1}{2}\left(t_{\mathrm{L}}^{(\mathrm{obs})}+t_{\mathrm{R}}^{(\mathrm{obs})}\right) \tag{4.12}
\end{equation*}
$$

is the mean PMT time and

$$
\begin{equation*}
\bar{\tau} \equiv \frac{1}{2}\left(\tau_{\mathrm{L}}+\tau_{\mathrm{R}}\right) \tag{4.13}
\end{equation*}
$$

is the mean delay time. In other words, ToF can be constructed from the difference between the mean PMT times $\bar{t}^{\text {(obs) }}$ and $t_{0}$, plus some constant offset due to cable delays, speed of light in NE-213, and the NW bar length.

### 4.2.1 Using Forward array as a reference for event start time

In the experiment, the exact event start time $t_{0}$ is not directly accessible. Instead, a Forward array (FA) is installed 12 cm downstream after the target, with its central hole aligned with the beam axis, to give a reference time for $t_{0}$. A moment after the beam interacts with the target, some charged particles from the collision may reached the FA and trigger a timing signal at $t_{\mathrm{FA}}$.

For different events in a run, the values of $t_{\mathrm{FA}}$ may be different due to the stochastic nature of the beam-target collision. However, due to the relative proximity of the FA to the target ( $\sim 12 \mathrm{~cm}$, i.e. 0.4 light-nanosecond) when compared to the distance between the target and the NWB ( $\sim 450 \mathrm{~cm}$, i.e. 15 light-nanosecond), we may assume the distribution of $t_{\mathrm{FA}}$ has a small variance that allows it to be treated as a constant. In other words, it is more useful for us to write ToF as

$$
\begin{equation*}
t_{\mathrm{tof}}=\left(\bar{t}^{(\mathrm{obs})}-t_{\mathrm{FA}}\right)+t^{\prime} \tag{4.14}
\end{equation*}
$$

instead of Equation 4.11, where $t^{\prime}$ is a constant offset that comprises $\bar{\tau}$ and $\ell /\left(2 v_{x}\right)$ as well as the constant delay of $t_{\mathrm{FA}}$ with respect to $t_{0}$ that we have assumed.

The FA has 18 scintillators. For each event, the average number of scintillators that
trigger is 12.7 , with over $90 \%$ of the events having at least five scintillators triggering. To compute a single $t_{\mathrm{FA}}$ value for each event, we take the average of the triggered scintillator times excluding the extreme values, i.e. scintillator times that are later than 3 ns after the earliest scintillator time in an event.

Individual FA scintillators may suffer from the "time walk" effect, which manifests as a shift in the timing of the scintillator signal depending on the amplitude of the signal itself. This effect is particularly significant when dealing with small signals. These timing signals affected by the time walk effect exhibit an undesirable dependence on the signal amplitude for time-of-flight calibration. In our setup, where the flight time of gamma rays detected in NWB is fixed by the distance to the wall and the speed of light, the time walk effect, causing earlier triggers for larger signals, needs to be accounted for and corrected.

In Figure 4.6, we plot the prompt gamma events that begin emission at $t_{0}$. The $x$-axis is the difference between the $t_{\mathrm{NWB}}$ and $t_{\mathrm{FA}}$, where $t_{\mathrm{NWB}}$ is the mean PMT time $\bar{t}^{\text {(obs) }}$ observed at the NWB; the $y$-axis is the Total ADC values of the scintillator. Before the time walk correction (left panel), the distribution is skewed toward increasing $t_{\mathrm{NWB}}-t_{\mathrm{FA}}$ as the ADC


Figure 4.6 Forward array time walk correction. The left panel and the right panel show the $t_{\mathrm{NWB}}-t_{\mathrm{FA}}$ distribution before and after the time walk correction, respectively.
value increases. This skewed distribution can be fitted with [123]

$$
\begin{equation*}
\mathrm{ADC}=\frac{1}{c} \ln \frac{\left(t_{\mathrm{NWB}}-t_{\mathrm{FA}}\right)-a}{b}, \tag{4.15}
\end{equation*}
$$

where $a, b, c$ are the fit parameters. After the time walk correction (right panel), the distribution is independent of the ADC value.

### 4.2.2 Calibrating ToF using prompt gamma events

In the analysis, we assume the calibrated ToF for NWB is given by

$$
\begin{equation*}
t_{\mathrm{tof}}=\left(t_{\mathrm{NWB}}-t_{\mathrm{FA}}\right)+t^{\prime}, \tag{4.16}
\end{equation*}
$$

where $t^{\prime}$ is the time offset to be determined from calibration, and $t_{\mathrm{NWB}}-t_{\mathrm{FA}}$ is known as the "uncalibrated ToF".

To determine the value of $t^{\prime}$, we rely on the prompt gamma events that begin emission at time $t_{0}$. The prompt gamma peak is easily identifiable in a ToF spectrum, even if the ToF is not fully calibrated. In Figure 4.7, we present an uncalibrated ToF spectrum for all hits in NWB bar 12 from run 4090, including the gamma rays, neutrons, and charged particles.


Figure 4.7 Time-of-flight spectrum of all hits in NWB bar 12 from run 4090. The first prominent peak at around 25 ns is the prompt gamma peak. The red dashed is the Gaussian fit.

Earlier events are on the left and later events are on the right. The first prominent peak around 25 ns , fitted with a red dashed Gaussian curve, corresponds to the prompt gamma peak.

Given that the speed of gamma rays in air closely approximates $c$, the speed of light in a vacuum, owing to the nearly transparent nature of air to these high-energy photons, we proceed with the following constraint:

$$
\begin{equation*}
t_{\mathrm{tof}}=\frac{\|\mathbf{r}\|}{c} \tag{4.17}
\end{equation*}
$$

where $\mathbf{r}$ is the position vector of the hit position with respect to the target; $\|\mathbf{r}\|$ is the "distance-of-flight" (DoF). It follows that the time offset $t^{\prime}$ can given by

$$
\begin{equation*}
t^{\prime}=\frac{\|\mathbf{r}\|}{c}-\left(t_{\mathrm{NWB}}-t_{\mathrm{FA}}\right) \tag{4.18}
\end{equation*}
$$

from the prompt gamma events.
The shortest distance between the target and the front surface of NWB is 441.6 cm . Using this distance as the DoF, we get $t^{\prime} \approx 14.7 \mathrm{~ns}$. In other words, the prompt gamma peak in Figure 4.7 should appear at $\sim 15 \mathrm{~ns}$ instead of $\sim 25 \mathrm{~ns}$ if the ToF is fully calibrated.

In general, the DoF depends on the hit position on the NWB, e.g. hits near the center of the NWB will have shorter DoF than hits near the edges or corners of the NWB. In fact, a wide range of DoF values are observed in Figure 4.7, ranging from 441.7 cm to 460.0 cm . In Figure 4.8, each panel represents a ToF spectrum gated with a sub-range of DoF values. As DoF increases, the prompt gamma peak shifts to the right according to the constraint in described Equation 4.17.

Using the fit results from various DoF sub-ranges, we can fit a straight line to the prompt gamma peak positions as a function of DoF to determine the time offset $t^{\prime}$ for every NWB bar in every run, as shown in Figure 4.9. The straight line has a slope fixed to the reciprocal of the speed of light in air, $1 / c$. Only the intercept is a free parameter, and it is found to be $t^{\prime} \approx 10.02 \mathrm{~ns}$ for NWB bar 12 in run 4090 .


Figure 4.8 Gaussian fits of prompt gamma peaks for NWB bar 12 in run 4090. Each panel represents a different gate on the distance-of-flight (DoF). The red dashed lines are the Gaussian fit results. Notice that the $y$-axis is scaled differently for each panel.

The same procedure is repeated for all NWB bars in all runs. The final time offset values are determined by averaging the $t^{\prime}$ values from runs within the same chunk of runs.


Figure 4.9 Linear fit of all Gaussian fits of the prompt gamma peaks for NWB bar 12 in run 4090. The black solid points indicate the prompt gamma peaks. The green solid line is the linear fit with a fixed slope of $1 / c$ and a variable intercept.

### 4.3 Pre-processing of analog-to-digital converter values

In the previous two sections, we focused on hit position and time-of-flight calibration using timing information from the time-to-digital converter (TDC) modules. Starting from this section, we introduce calibration procedures that utilize not only the timing information, but also the light output signals. In particular, we discuss the pre-processing of the analog-todigital converter (ADC) values that will be used for neutron-gamma pulse shape discrimination (PSD) and light output calibration. These two topics will be discussed in the subsequent sections, section 4.5 and section 4.4 , respectively.

In order to extract accurate measurements from the NE-213 scintillator bar, it is necessary to pre-process the ADC values obtained from the photomultiplier tubes (PMTs) attached to the scintillator. The ADC values are generated from the photoelectrons emitted by the PMT when light from the scintillator. A simple relation between the light $\mathcal{L}$ detected by the PMT cathode and the output voltage $V$ from the PMT as a function of time is given by [158]

$$
\begin{equation*}
V(t)=A G \eta \mathcal{L} e^{-s / \lambda} \cdot f(t)+V_{0} \tag{4.19}
\end{equation*}
$$

where $A$ is a proportionality constant that accounts for the geometric factor, optical coupling to the scintillator, and electronics, $G$ is the PMT gain, $\eta$ is the PMT quantum efficiency, $s$ is the distance between the light source in the scintillator and PMT cathode, $\lambda$ is the attenuation length of the scintillator, $V_{0}$ is the baseline voltage, and $f(t)$ represents the time-dependent response of the PMT which gives the pulse shape observed in an oscilloscope.

A charge-to-digital converter (QDC) module is used to integrate the pulse over a certain gate width and convert the integrated charge into an ADC value. The Fast gate $\left(Q_{1}\right)$ integrates the first 30 ns of the pulse, while the Total gate $\left(Q_{2}\right)$ integrates over a range of 340 ns to capture the entire pulse. Figure 4.10 shows the pulse shapes collected using digital electronics with a sampling rate of 500 MHz , which was installed in parallel with the analog electronics during the experiment. For the neutron analysis presented in this dissertation, we rely on the analog signals, and only use digitized signals for benchmarking and testing of the newly-built digital electronic module [130, 129].

In this experiment, we use CAEN V792 [128] for the Fast ADC and CAEN V862 [127]


Figure 4.10 Fast gate and Total gate on a pulse. The pulse shapes are collected using digital electronics with a sampling rate of 500 MHz . The solid line indicates the median pulse shape interpolated with a cubic spline, and the light shaded area indicates the inter-quartile range.
for the Total ADC. Both QDC modules have 12-bit resolution, i.e. the ADC values range from 0 to 4095, inclusively. This finite range of ADC values means that for high enough light output, the ADC value will saturate at 4095, and no further increase in the light output can change the ADC value. Moreover, the ADC values stop responding linearly to the light output beyond $\sim 3800$. Both of these effects need to be corrected before proceeding to the next steps of the analysis.

### 4.3.1 Non-linearity correction

To obtain accurate measurements of the light output from the scintillation bars, it is important to correct for non-linearities in the response of the QDC modules.

The non-linearity of ADC values is evident in Figure 4.11, which displays the Fast and Total ADC values for NWB bar 13 in run 4224. The left panel shows data points before pedestal subtraction, with values below their respective pedestals removed. The pedestals for the Fast gates range from 20 to 80, while those for the Total gates range from 170 to 300, varying across all PMTs from different NWB bars. The relation between $Q_{2}^{(\mathrm{L})}$ and $Q_{1}^{(\mathrm{L})}$ is


Figure 4.11 Fast v.s. Total ADC values for NWb bar 13 in run 4224 before and after pedestal subtraction. The red solid line in the right panel represents a piecewise polynomial fit to the data points.
linear until $Q_{2}^{(\mathrm{L})} \approx 3800$, after which saturation sets in at $Q_{2}^{(\mathrm{L})}=4095$, leading to a vertical accumulation of data points. The right panel shows the same data points shifted down by their respective pedestals, except for the saturated data points at 4095, which create a visible gap between the non-linear and saturated data points to aid distinction in later analysis since they require different corrections.

To correct for the non-linearity, an empirical piecewise polynomial function is used. The data points, excluding the saturated ones, are fitted with this function, which is composed of a linear function, a quadratic function, and a constant function as given by

$$
\mathcal{P}\left(Q_{1}\right)= \begin{cases}a_{0}+a_{1} Q_{1} & \text { if } Q_{1}<\mathcal{Q}_{\text {nonlinear }}  \tag{4.20}\\ b_{0}+b_{1} Q_{1}+b_{2} Q_{1}^{2} & \text { if } \mathcal{Q}_{\text {nonlinear }} \leq Q_{1}<\mathcal{Q}_{\text {stationary }} \\ c_{0} & \text { if } Q_{1} \geq \mathcal{Q}_{\text {stationary }}\end{cases}
$$

where $a_{0}, a_{1}, b_{0}, b_{1}, b_{2}$, and $c_{0}$ are the coefficients of the polynomial functions to be determined, $\mathcal{Q}_{\text {nonlinear }}$ is the light output at which the non-linearity starts, and $\mathcal{Q}_{\text {stationary }}$ is the stationary point of the quadratic function. Not all the parameters are independent. Continuity and smoothness of the polynomial function are enforced at $\mathcal{Q}_{\text {nonlinear }}$, resulting in

$$
\begin{equation*}
b_{0}=a_{0}+b_{2} \mathcal{Q}_{\text {nonlinear }}^{2}, \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{1}=a_{1}-2 b_{2} \mathcal{Q}_{\text {nonlinear }} \tag{4.22}
\end{equation*}
$$

The stationary point of the quadratic function can be determined by setting the derivative of the quadratic function to zero, resulting in

$$
\begin{equation*}
\mathcal{Q}_{\text {stationary }}=-\frac{b_{1}}{2 b_{2}} \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{0}=b_{0}-\frac{b_{1}^{2}}{4 b_{2}} . \tag{4.24}
\end{equation*}
$$

To summarize, only four independent parameters are varied in the fit, namely $a_{0}, a_{1}, b_{2}$, and
$\mathcal{Q}_{\text {nonlinear }}$. To improve the numerical stability of the fit, $a_{0}$ and $a_{1}$ are first determined by fitting the data points below $Q_{1} \leq 3000$. Then, $b_{2}$ and $\mathcal{Q}_{\text {nonlinear }}$ are varied to obtain the best fit for all the data points excluding the saturated ones.

Finally, to correct for the nonlinear Total ADC values $Q_{2}$, we assume that the Fast ADC values $Q_{1}$ are linear. The Total $\operatorname{ADC}$ values $Q_{2}$ are then corrected by

$$
\begin{equation*}
Q_{2} \rightarrow Q_{2}+\left[\left(a_{0}+a_{1} Q_{1}\right)-\mathcal{P}\left(Q_{1}\right)\right] \tag{4.25}
\end{equation*}
$$

### 4.3.2 Saturation correction

For every NW bar, two PMTs are attached to the bar, one on the left side and the other on the right side. To correct for the saturated Total values, we use the Total values collected from the PMT at the opposite end of the same bar. Saturation happens less often for the Fast values, and we do not correct for the Fast values.

In order to use the Total values from the opposite PMT for saturation correction, we need to first understand the relation between the Total values from the two PMTs attached


Figure 4.12 The logarithm of the quotient of the Total values from the right and left PMTs, $\ln \left(Q_{2}^{(\mathrm{R})} / Q_{2}^{(\mathrm{L})}\right)$, as a function of the hit position $x$ for NWB bar 5 in run 4300. The black dashed line is a linear fit to the data points.
to the same bar. Generally, the performance of the two PMTs is not identical. Within the linear range of the ADC values, the gate values from the left and the right PMTs can be expressed as

$$
\begin{equation*}
Q^{(\mathrm{L})}=g^{(\mathrm{L})} \mathcal{L} \exp \left(-\frac{\ell / 2+x}{\lambda}\right)+Q_{0}^{(\mathrm{L})} \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
Q^{(\mathrm{R})}=g^{(\mathrm{R})} \mathcal{L} \exp \left(-\frac{\ell / 2-x}{\lambda}\right)+Q_{0}^{(\mathrm{R})}, \tag{4.27}
\end{equation*}
$$

where $\ell$ is the full length of the NW bar, $x$ is the hit position, $g$ is the overall gain factor, and $Q_{0}$ is the pedestal value. In the analysis, the pedestal values are subtracted from the gate values, so $Q_{0}$ may be dropped from the equations. Next, to measure the attenuation length $\lambda$, we take the logarithm of the quotient between Equation 4.27 and Equation 4.26, which yields

$$
\begin{equation*}
\ln \left(\frac{Q^{(\mathrm{R})}}{Q^{(\mathrm{L})}}\right)=\frac{2}{\lambda} x+\ln \left(\frac{g^{(\mathrm{R})}}{g^{(\mathrm{L})}}\right) . \tag{4.28}
\end{equation*}
$$

This gives a linear relation between the hit position $x$ and the logarithm of the ratio between the gate values from the left and the right PMTs, as shown in Figure 4.12. In this plot, only the data points with $Q_{2}^{(\mathrm{L})} \leq 3000$ and $Q_{2}^{(\mathrm{R})} \leq 3000$ are used. We derive an attenuation length of $\lambda=105.7 \pm 0.6 \mathrm{~cm}$ for NWB bar 5 in run 4300, using the slope $2 / \lambda$. This measured "technical attenuation length" (TAL) [159] is considerably shorter than the nominal bulk attenuation length of 250 cm to 300 cm [160]. The primary cause of this discrepancy is the geometry of the NW bars. Due to the light internally reflecting and thus covering more path to travel the same longitudinal distance, the effective attenuation length along the longitudinal direction becomes shorter than the bulk value. Other contributing factors include reflectivity variations and the age-induced conditions of the bars, such as air contamination and deterioration of the scintillator material, given the NW bars have been in commission for over thirty years. Aside from the slope, the intercept is related to the ratio of the gain factor $g^{(\mathrm{R})} / g^{(\mathrm{L})}$, which is found to be $1.006 \pm 0.003$. A value close to 1 indicates that the gain matching between the two PMTs is good.

With Equation 4.28, the ratio $\rho(x) \equiv Q_{2}^{(\mathrm{R})} / Q_{2}^{(\mathrm{L})}$ can be given as a function of position $x$.

We then recover the saturated Total values according to

$$
\begin{equation*}
Q_{2}^{(\mathrm{L})} \rightarrow Q_{2}^{(\mathrm{R})} / \rho(x) \tag{4.29}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{2}^{(\mathrm{R})} \rightarrow Q_{2}^{(\mathrm{L})} \cdot \rho(x) \tag{4.30}
\end{equation*}
$$

assuming that the left PMT or the right PMT is saturated, respectively. In the case when both $Q_{2}^{(\mathrm{L})}$ and $Q_{2}^{(\mathrm{R})}$ are saturated, recovery is not performed.

Saturation correction is an essential step in the light output calibration process. Due to the presence of attenuation in the scintillation material, the detected Total values from the left and the right PMTs are dependent on the hit position $x$, as modeled by Equation 4.26 and Equation 4.27. To remove the dependence on $x$, we take the square root of the product of these two equations with the pedestal subtracted, which yields

$$
\begin{equation*}
Q^{(\mathrm{GM})} \equiv \sqrt{Q^{(\mathrm{L})} Q^{(\mathrm{R})}}=\sqrt{g^{(\mathrm{L})} g^{(\mathrm{R})}} \cdot \mathcal{L} e^{-\ell / \lambda} \tag{4.31}
\end{equation*}
$$

This quantity is also known as the "geometric mean" (G.M.) of the two values. Notice that $g^{(\mathrm{L})}, g^{(\mathrm{R})}, \ell$, and $\lambda$ are all constants for a given bar and the PMTs attached to it. This means that the geometric mean of $Q^{(\mathrm{L})}$ and $Q^{(\mathrm{R})}, Q^{(\mathrm{GM})}$, is proportional to the light output $\mathcal{L}$. It is important to note that this complete removal of position-dependence is only valid based on the simple model given by Equation 4.26 and Equation 4.27. In the next section, section 4.4, we will discuss about the light output calibration in more detail and show that $Q^{(\mathrm{GM})}$ removes only the first-order position dependence.

In Figure 4.13, we show the Total values from the left and the right PMTs before nonlinearity and saturation corrections. The one-side saturated Total values are concentrated into the vertical line at $Q_{2}^{(\mathrm{L})}=4095$ and the horizontal line at $Q_{2}^{(\mathrm{R})}=4095$. The two-side saturated Total values are concentrated into one single point at $\left(Q_{2}^{(\mathrm{L})}, Q_{2}^{(\mathrm{R})}\right)=(4095,4095)$, and it has been enlarged to make it visible in the plot. The vertical and horizontal gaps between the saturated points and the rest of the data points are due to pedestal subtraction.


Figure 4.13 The left Total v.s. the right Total for NWB bar 12 from run 4224 to run 4245 , inclusively, before non-linearity and saturation corrections. The black dotted curves indicate the contours of $Q^{(\mathrm{GM})}$. The two-side saturated point is enlarged to make it visible.

The black dotted contours indicate the $Q^{(\mathrm{GM})}$ values at $1000,2000,3000,4000$, corresponding to calibrated light output of $\approx 14 \mathrm{MeVee}, 28 \mathrm{MeVee}, 42 \mathrm{MeVee}, 56 \mathrm{MeVee}$, respectively. As can be seen along the contour of $Q^{(\mathrm{GM})}=2000$, even for light output as low as $\sim 28 \mathrm{MeVee}$, both non-linearity and saturation corrections are needed to construct an accurate light output distribution.

In Figure 4.14, we show the same plot, but after non-linearity and saturation corrections. Both of these corrections extend the continuum of the Total values beyond the QDC's finite dynamic range that ends at 4095. The top-right quadrant of the plot remains empty because it corresponds to the two-side saturated Total values that cannot be recovered easily. Nonetheless, we still have partial access to data points of $Q^{(\mathrm{GM})}>4095$ using the corrected Total values, giving us access to light output up to $\sim 100$ MeVee.


Figure 4.14 The left Total v.s. the right Total for NWB bar 12 from run 4224 to run 4245 , inclusively, after non-linearity and saturation corrections.

The corrected Total values will be used in all subsequent analyses, and any two-side saturated Total values will be discarded unless their inclusion is necessary for a particular analysis. Specifically, in subsection 5.2.3, the two-side saturated Total values will be addressed as we construct light output distribution curves for determining intrinsic efficiency.

### 4.4 Light output calibration

The mechanisms responsible for energy loss in charged particles and neutrons when interacting with scintillator materials are different. Charged particles primarily lose energy through ionization and excitation of atoms. In contrast, neutrons have multiple reaction channels with differing cross sections. These channels can generate charged particles such as protons, deuterons, and alpha particles, which deposit energy and trigger light output. Due to the indirect nature of this energy deposition process, the light output from neutrons is less predictable than that from charged particles. Consequently, no straightforward relationship
can be drawn linking the incident energy of the neutron to the light output. A more thorough examination of the light output mechanisms and their simulation will be provided in subsection 5.2.3, where the light output distribution will be utilized to determine the intrinsic efficiency of the NWB.

The relationship between energy deposition and light output is dependent on the type of particle involved. This implies that the light output response to a neutron scattering and subsequently producing a proton will differ from the response of a neutron scattering and generating an alpha particle. To standardize the calibration process for a neutron detector, a standard unit is necessary. The convention of denoting light output in MeV electron equivalent, or MeVee, has been widely adopted. MeVee signifies the energy deposited by a particle that yields the same light output as a 1 MeV electron.

### 4.4.1 Removal of position dependence

As mentioned in Equation 4.31, the geometric mean of the left and right Total values, $Q^{(\mathrm{GM})}$, can be related to the light output $\mathcal{L}$ by

$$
\begin{equation*}
Q^{(\mathrm{GM})} \equiv \sqrt{Q^{(\mathrm{L})} Q^{(\mathrm{R})}}=\sqrt{g^{(\mathrm{L})} g^{(\mathrm{R})}} \cdot \mathcal{L} e^{-\ell / \lambda} \tag{4.32}
\end{equation*}
$$

without any position dependence. However, this is only true for a simple model that assumes the NW bar is essentially one-dimensional along the $x$ direction, and the attenuation of light strictly follows the Beer-Lambert law. In reality, the NW bar is not a one-dimensional object, hence position dependence would still present in $Q^{(\mathrm{GM})}$.

Following the calibration technique using Compton kinematics as discussed by E. Siciliano et al. [161], we place an Americium-Beryllium (AmBe) neutron source $\sim 60 \mathrm{~cm}$ in front of the center of the NWB during run 3072 and run 3073. The source emits gamma rays of $E_{\gamma}=4.438 \mathrm{MeV}$, which are associated with the neutrons leaving ${ }^{12} \mathrm{C}$ in the first excited state from ${ }^{9} \operatorname{Be}(\alpha, n){ }^{12} \mathrm{C}[162]$. This gives us a Compton edge at

$$
\begin{equation*}
\frac{2 E_{\gamma}^{2}}{m_{e} c^{2}+2 E_{\gamma}} \approx 4.2 \mathrm{MeV} \tag{4.33}
\end{equation*}
$$

where $m_{e}$ is the electron mass and $c$ is the speed of light.


Figure 4.15 The top panel shows the position dependence of $Q^{(\mathrm{GM})}$ for NWB bar 10 from run 3072 and run 3073. The black dotted curve indicates Compton edge of AmBe. The bottom panel shows $Q^{(\mathrm{GM})}$ after the position dependence is removed.

In Figure 4.15, we show how the position dependence of $Q^{(\mathrm{GM})}$ is removed for NWB bar 10 from run 3072 and run 3073. The top panel shows a shallow U-shape dependence of $Q^{(\mathrm{GM})}$ on the position $x$. The curvature of the U-shape is fitted with a quadratic function, $q(x)=a_{0}+a_{1} x+a_{2} x^{2}$, on the Compton edge in the range of $300<Q_{2}^{(\mathrm{GM})}<400$. This allows us to flatten the U-shape and remove the position dependence of $Q^{(\mathrm{GM})}$ by

$$
\begin{equation*}
Q_{2}^{(\mathrm{GM})} \rightarrow Q_{2}^{(\mathrm{GM})}-[q(x)-q(0)]=Q_{2}^{(\mathrm{GM})}-\left(a_{1} x+a_{2} x^{2}\right) \tag{4.34}
\end{equation*}
$$

The bottom panel shows the flattened distribution. There are more data points at the center $(x \approx 0 \mathrm{~cm})$ than the edges $(x \approx \pm 80 \mathrm{~cm})$ because the source is placed at the center of the NWB.

### 4.4.2 Calibration of light output

While it is possible to calibrate $Q_{2}^{(\mathrm{GM})}$ to MeVee using the Compton edge from the AmBe source used in Figure 4.15 by setting the fitted Compton edge line to 4.2 MeVee , we want to obtain some calibration points at higher light outputs at above 10 MeVee , which can be accessed easily with cosmic muons $[163,164]$.

Cosmic muons are high-energy charged particles that are produced by the interaction of cosmic rays with the Earth's atmosphere. At sea level, the average energy of cosmic muons is $\sim 2 \mathrm{GeV}[165,166,167]$. These particles can penetrate several meters of material and deposit energy along their path, making them useful for calibrating detectors. The energy deposited by a cosmic muon in a scintillator material is proportional to the path length in the material. Using this property, we simulation the interaction of 2 GeV cosmic muons with the NWB using Geant4 and its default list of physics models $[168,169]$ at various incident angles. Specifically, we simulation muons entering the NWB at incident angles of $0^{\circ} \pm 5^{\circ}, 44.4^{\circ} \pm 5^{\circ}$, and $56.3^{\circ} \pm 5^{\circ}$ with respect to the gravity direction. According to the simulation, muons with these incident angles are expected to yield light outputs of $11.96 \mathrm{MeVee}, 17.05 \mathrm{MeVee}$, and 22.16 MeVee, respectively. These values are much higher than the light output of 4.2 MeVee from the Compton edge of the AmBe source. More details about the simulation and the construction of cosmic muon tracks are discussed in [123, 122].

In Figure 4.16, we show the calibration curve of flattened $Q^{(\mathrm{GM})}$ as defined in Equation 4.34 into MeVee for NWB bar 12. There are five calibration points for every NWB bar, namely, the pedestal, the Compton edge from the AmBe source, and the three cosmic muon points. A simple linear regression is performed on the data and plotted as the green solid line. This calibration line is then used to convert flattened $Q^{(\mathrm{GM})}$ into MeVee in the analysis.


Figure 4.16 The calibration curve of flattened $Q^{(\mathrm{GM})}$ (position dependence removed) into MeVee for NWB bar 12.

### 4.5 Pulse shape discrimination

Although LANA was primarily designed to detect neutrons, the NE-213 scintillation material it uses is also sensitive to other types of radiation, such as charged particles and gamma rays. In subsection 2.3.3, we discussed how charged particles can be eliminated from the analysis by using the Veto Wall (VW). In this subsection, we discuss how pulse shape discrimination (PSD) is used to remove gamma rays from the neutron analysis.

NE-213 is a common organic liquid scintillation material used in neutron detection because of its high performance in n-gamma PSD. The material is based on solvent xylene $\left(\mathrm{C}_{8} \mathrm{H}_{10}\right)$ and emits light when excited by radiation $[170,171]$. The light pulses exhibit different fall-times depending on the type of radiation-a neutron or a gamma ray[172, 173]. This radiation-dependent property of NE-213 forms the basis of $n-\gamma$ PSD.

During the experiment, 7 out of 25 bars from NWB were selected for split signals from the photomultiplier tubes (PMTs). These bars are numbered as $01,02,03,10,11,12$, and 13. This was done because the digital electronic system was new at the time [130], and it was
necessary to test it while keeping the more reliable analog electronic system as the primary data acquisition source. Hence, $90 \%$ of the signal strength was sent to the analog electronic system, while the remaining $10 \%$ was sent to the digital electronic system. Pulse shapes recorded via the digital electronic system allows for high flexibility in the offline analysis. This flexibility is beneficial in this work because it allows us to develop a new algorithm to optimize PSD in a detector with a long geometry [129], such as the Neutron Wall bars used in this experiment, each has a length of $76^{\prime \prime}$ or 193.04 cm and a cross section of $2.5^{\prime \prime} \times 3$ " or $6.35 \mathrm{~cm} \times 7.62 \mathrm{~cm}$.

Teh et al. [129] discuss the development and benchmarking of the new PSD algorithm primarily based on the digitized signals and briefly mention its applications on analog signals, whereas this thesis will emphasize the applications on analog signals, which are the primary signals used for experimental data acquisition.

Light pulses emitted from NE-213 exhibit different shapes in response to neutrons and gamma rays, as demonstrated in Figure 4.17. The majority of differences in pulse shapes occur


Figure 4.17 The median digitized waveforms collected by the left PMT of NWB bar 01 from AmBe source. Only hits on the closest 50 cm to the left PMT are included. The shaded regions indicate the inter-quartile range of the normalized ADC. Replotted from [129].
after reaching the peak. The oscillating waveforms towards the end of the tails are caused by the splitting of signals into analog and digital electronic systems, as well as amplification via the Fast Amps for signal strength recovery. While it is possible to utilize the entire waveform for PSD, it is commonly done by analyzing the difference between two charge-integration gates, namely "Fast" $\left(Q_{1}\right)$ and "Total" $\left(Q_{2}\right)$ gates, over different time ranges when using an analog electronic system $[98,174,175,176,177,178,179,180,181,182,183]$.

Four ADC signals are collected from each NW bar, namely, $Q_{1,2}^{(\mathrm{L})}$ and $Q_{1,2}^{(\mathrm{R})}$, with superscripts indicating the sides of the PMT where the signals are collected. While it is possible to identify neutrons and gamma rays by looking at either side of the PMT, as shown in Figure 4.18, combining information from both sides of the PMTs and the hit position of radiation $x$ would significantly improve the accuracy of $n-\gamma$ identification. Here, the hit positions have been calibrated according to section 4.1 , such that $x=0 \mathrm{~cm}$ would correspond to the center of the bar.

This is a two-class clustering problem in a five-dimensional space. The goal is to find a


Figure 4.18 This figure shows the two-dimensional $\left(Q_{2}, Q_{1}\right)$ histogram of NWB bar 13 in run 4224 to run 4245 , inclusively. The left panel shows the full range of the histograms. The right panel shows the fitted curves for neutrons and gamma rays, with the vertical axis flattened according to Equation 4.36 for better numerical stability and visualization. Only hits in the range of $-95 \mathrm{~cm}<x<-50 \mathrm{~cm}$ are included.
function that reduces the dimensionality of $\left(Q_{1}^{(\mathrm{L})}, Q_{2}^{(\mathrm{L})}, Q_{1}^{(\mathrm{R})}, Q_{2}^{(\mathrm{R})}, x\right)$ and maps it to a scalar parameter, also known as the PSD parameter.

First, we reduce the dimensionality of the $\left(Q_{2}, Q_{1}\right)$ data pair for signals from both PMTs. This is done by simultaneously fitting two curves onto the neutron and gamma ray ridges in the $\left(Q_{2}, Q_{1}\right)$ histogram. We denote the fitted curves for neutrons and gamma rays as $\mathcal{P}_{n}$ and $\mathcal{P}_{\gamma}$, respectively. Then, for every signal, we assign a scalar value according to

$$
\begin{equation*}
v\left(Q_{2}, Q_{1}\right) \equiv \frac{Q_{1}-\mathcal{P}_{\gamma}\left(Q_{2}\right)}{\mathcal{P}_{\gamma}\left(Q_{2}\right)-\mathcal{P}_{n}\left(Q_{2}\right)} . \tag{4.35}
\end{equation*}
$$

The quantity $v$, as well as the procedure, is referred to as the "valued-assigned pulse shape discrimination" (VPSD). This construction of $v$ assigns values close to 1 and 0 to ( $Q_{2}, Q_{1}$ ) points that are close to the neutron and gamma ray ridges, respectively.

In practice, simultaneous fitting of two curves is a challenging algorithm to implement directly on the $\left(Q_{2}, Q_{1}\right)$ histogram (left panel of Figure 4.18) due to the small separation between the neutron and gamma ray ridges. To ensure the neutron and gamma ray ridges are well separated, we only select hits up to 45 cm away from the PMT; hits further away from the PMT suffer from lower signal-to-noise ratio due to the attenuation, and thus are more difficult to be distinguished. Furthermore, we fit the curves in $\left(Q_{2}, q_{1}\right)$ space (right panel of Figure 4.18) instead of the $\left(Q_{2}, Q_{1}\right)$ space, where $q_{1} \equiv \mathcal{F}\left(Q_{1}\right)$ and $\mathcal{F}$ is a "flattening" function defined as

$$
\begin{equation*}
q_{1} \equiv \mathcal{F}\left(Q_{1}\right) \equiv Q_{1}-\mathcal{L}\left(Q_{2}\right) \tag{4.36}
\end{equation*}
$$

and $\mathcal{L}$ is a simple linear fit of the original $\left(Q_{2}, Q_{1}\right)$ histogram. This technique $[152,123]$ facilitates a more robust fitting procedure by subtracting out the correlation between $Q_{1}$ and $Q_{2}$, hence it was given the name "flattening". The fitted curves in $\left(Q_{2}, q_{1}\right)$ space are denoted as $p_{n}$ and $p_{\gamma}$ for neutrons and gamma rays, respectively, and they are related to $\mathcal{P}_{n}$ and $\mathcal{P}_{\gamma}$ by

$$
\begin{equation*}
p_{n, \gamma}\left(Q_{2}\right)=\mathcal{P}_{n, \gamma}\left(Q_{2}\right)-\mathcal{L}\left(Q_{2}\right) . \tag{4.37}
\end{equation*}
$$

Using Equation 4.36 and Equation 4.37, we can rewrite Equation 4.35 into

$$
\begin{equation*}
v\left(Q_{2}, q_{1}\right)=\frac{q_{1}-p_{\gamma}\left(Q_{2}\right)}{p_{\gamma}\left(Q_{2}\right)-p_{n}\left(Q_{2}\right)} . \tag{4.38}
\end{equation*}
$$

VPSD parameters calculated from only one single PMT, $v^{(\mathrm{L})}$ or $v^{(\mathrm{R})}$, can already be used as PSD parameters by themselves. But putting both $v^{(\mathrm{L})}$ and $v^{(\mathrm{R})}$ together in a twodimensional histogram, as shown in Figure 4.19, reveals that the neutron and gamma ray clusters can be separated even better.

The second step is to correct for the hit position dependence of $\mathbf{v} \equiv\left(v^{(\mathrm{L})}, v^{(\mathrm{R})}\right)$. This is done by calculating the centroids of neutron clusters, $\mathbf{c}_{n} \equiv\left(c_{n}^{(\mathrm{L})}, c_{n}^{(\mathrm{R})}\right)$, for various hit position ranges. In Figure 4.19, the red dashed contours and the blue solid contours indicate the neutrons clusters at $x \approx-80 \mathrm{~cm}$ and $x \approx+80 \mathrm{~cm}$, respectively, whereas the black dotted line traces the centroids of neutron clusters over the entire length of a NW bar, from $x=-100 \mathrm{~cm}$ to $x=+100 \mathrm{~cm}$. Similar trace line has been constructed from gamma rays, but it is not shown in the figure due to small displacement of the gamma ray centroids, $\vec{c}_{\gamma} \equiv\left(c_{\gamma}^{(\mathrm{L})}, c_{\gamma}^{(\mathrm{R})}\right)$. Position dependence can then be corrected according to both of the trace lines, $\mathbf{c}_{n}(x)$ and $\mathbf{c}_{\gamma}(x)$, reducing the spreads of neutron and gamma ray clusters. Mathematically, this is done by transforming $\left(v^{(\mathrm{L})}, v^{(\mathrm{R})}, x\right)$ into $\left(\nu_{x}, \nu_{y}\right)$, where

$$
\begin{equation*}
\nu^{(1)} \equiv\left(\mathbf{v}-\mathbf{c}_{\gamma}(x)\right) \cdot \hat{\mathbf{c}}_{n \gamma}(x), \tag{4.39}
\end{equation*}
$$

and

$$
\nu^{(2)} \equiv\left(\mathbf{v}-\mathbf{c}_{\gamma}(x)\right) \cdot\left(\begin{array}{cc}
0 & -1  \tag{4.40}\\
1 & 0
\end{array}\right) \hat{\mathbf{c}}_{n \gamma}(x)
$$

Here, $\mathbf{c}_{n \gamma}(x) \equiv \mathbf{c}_{n}(x)-\mathbf{c}_{\gamma}(x)$ is the relative position vector from $\mathbf{c}_{\gamma}(x)$ to $\mathbf{c}_{n}(x)$, and $\hat{\mathbf{c}}_{n \gamma}$ is the corresponding unit vector. By construction, $\left(\nu_{x}, \nu_{y}\right)$ forms an orthogonal coordinate system, with $\nu_{x}$ encoding most of the $n-\gamma$ separation from the original $\left(v^{(\mathrm{L})}, v^{(\mathrm{R})}\right)$ space, and $\nu_{y}$ preserving the information in the orthogonal direction.

To finalize the position correction, we normalize $\nu^{(1)}$ such that the neutron and gamma ray clusters are centered at 1 and 0 , respectively. This convention is chosen to be consistent


Figure 4.19 The $\left(v^{(\mathrm{L})}, v^{(\mathrm{R})}\right)$ histogram includes all hits in the range of $x \in[-95,+95] \mathrm{cm}$. The red dashed contours and the blue solid contours indicate the hits in the range of $[-90,-70] \mathrm{cm}$ and $[+70,+90] \mathrm{cm}$, respectively. The black dotted line, denoted as $\vec{c}_{n}(x)$, traces the centroids of neutron clusters from $x=-100 \mathrm{~cm}$ to $x=+100 \mathrm{~cm}$.
with the VPSD parameters. To normalize $\nu^{(1)}$, we identify the neutron and gamma ray peaks in the one-dimensional $\nu^{(1)}$ histogram; the peaks are denoted as $\nu_{n}^{(1)}$ and $\nu_{\gamma}^{(1)}$, respectively. Finally we define "position-corrected VPSD" (PPSD) as

$$
\begin{equation*}
\mathrm{PPSD} \equiv \frac{\nu^{(1)}-\nu_{\gamma}^{(1)}}{\nu_{n}^{(1)}-\nu_{\gamma}^{(1)}} . \tag{4.41}
\end{equation*}
$$

There is no need to normalize $\nu^{(2)}$; we shall call it the "perpendicular PPSD". The final PSD histogram is shown in Figure 4.20, in which only hits with light output above 3.0 MeVee are included. A good PPSD value to separate the neutrons and the gamma rays is around 0.5 . $\mathrm{PPSD}>0.5$ is a neutron hit, and $\mathrm{PPSD} \leq 0.5$ is a gamma ray hit.


Figure 4.20 The final PSD histograms for NWB bar 13 in run 4224 to run 4245 , inclusively. The top panel shows the distribution of the PSD parameter, PPSD. The bottom panel shows the distribution in two dimension, including the perpendicular PPSD in the vertical axis.

## CHAPTER 5

## RECONSTRUCTION OF NEUTRON SPECTRA

In this chapter, we will describe the construction of neutron spectra using calibrated measurements from the neutron detection system, vLANA (LANA with Veto Wall). We will begin by discussing the challenges of background analysis in neutron measurements and the techniques for estimating and subtracting background contributions. We will then explore the importance of efficiency corrections in neutron spectroscopy and the methods used for determining the system response function. Finally, we will present the neutron spectra and discuss the associated uncertainties.

### 5.1 Background analysis

There are two main sources of background in the neutron detection. First, there are scattered neutrons from the surroundings of the experimental setup. Second, there are random neutrons produced at the radio frequency (RF) of the K1200 cyclotron at NSCL.

### 5.1.1 Scattered neutron background

When neutrons scatter off materials from the surroundings of the experimental setup, e.g. concrete, metal, etc., they travel to NWB via indirect paths. These indirect paths would result in time-of-flights (ToF) that are longer than the direct paths, i.e. the straight paths defined by the target's center and the hit position on the NWB. Because the exact path lengths for indirect paths are not known, this makes it impossible to calculate the associated kinetic energies of the neutrons. These undesirable scattered neutrons make up the scattered background, which must be subtracted from the neutron yield.

To measure the scattered background, we insert four brass shadow bars between the walls and the target to stop direct neutrons. Figure 5.1 shows a photograph of one of the shadow bars. Figure 5.2 shows a photograph of the experimental setup with the shadow bars inserted. The shadow bars are placed around 170 cm away from the target, outside the vacuum chamber. They are oriented such that the longitudinal axis is pointing towards


Figure 5.1 A photograph of one of the shadow bars, taken with a ruler placed next to it for scale. Adapted from [184].


Figure 5.2 A photograph of the experimental setup with the shadow bars inserted.
The four shadows are labeled as A, B, C, and D.
the target. The thickness of the shadow bars is 30 cm , which is sufficient to block direct neutrons with energy up to 300 MeV from the target. Neutron shadows would be casted onto the NWB. The scattered background can then be measured by comparing the number of neutrons within and outside the shadows.

Figure 5.3 shows the hit pattern of neutrons on the NWB with all four shadow bars inserted. In this plot, charged particles, gamma rays, and neutrons with light output below


Figure 5.3 Hit pattern of neutrons on the NWB with the shadow bars inserted. The four shadows are labeled as A, B, C, and D.
3.0 MeVee have been removed. During the experiment campaign, about half of the runs were taken with the shadow bars inserted, and the other half without. The four shadows are label as A, B, C, and D. Shadows A and B affect NWB bars 15, 16, and 17; shadows C and D affect NWB bars 7, 8, 9, and 10. In the analysis, if shadow bars are inserted, we remove neutrons that hit on $x_{\mathrm{bar}} \in[-50 \mathrm{~cm},-15 \mathrm{~cm}]$ (shadows A and C) and $x_{\text {bar }} \in[15 \mathrm{~cm}, 50 \mathrm{~cm}]$ (shadows B and D ) in the affect bars.

In order to quantify the scattered background, we will look at the $\theta$ spectrum of neutrons for each NWB bar individually. Inside the shadowed region, we assume the $\theta$ spectrum exhibit a flat distribution. Outside the shadowed region, the observed neutron yield would be a sum of both the scattered background and the actual kinematics. In practice, the shadow edges are smeared out due to the finite position resolution of the NWB of about 7 cm . This suggests us to construct a Gaussian convoluted flat well function, which is given by

$$
\begin{equation*}
F(\theta)=A\left[1+\operatorname{erf}\left(-\frac{\theta-x_{0}}{\sqrt{2} \sigma_{0}}\right)+\operatorname{erf}\left(+\frac{\theta-x_{1}}{\sqrt{2} \sigma_{1}}\right)\right]+(b+c \theta) . \tag{5.1}
\end{equation*}
$$

By varying $A, x_{0}, x_{1}, \sigma_{0}, \sigma_{1}, b, c$, Equation 5.1 can be used to fit one single shadow on a NWB bar. $x_{0}$ and $x_{1}$ are the shadow edges. We then use the error function erf to model the Gaussian smeared edges, with $\sigma_{0}$ and $\sigma_{1}$ being the widths of the Gaussian. Finally, $A$ indicates the depth of the shadow, and $b+c \theta$ term is used to model the spectrum outside the shadowed region.


Figure 5.4 An empirical fit to shadow A on NWB bar 16. The data come from runs 4042 to 4078 , inclusively, which is ${ }^{48} \mathrm{Ca}+{ }^{124} \mathrm{Sn}$ at $140 \mathrm{MeV} / A$. Top panel: The scatter points are the data, and the lines are fits. Bottom panel: The same fits normalized by $Y_{\text {kin }}(\theta)$.

Outside the shadowed region, $F(\theta) \rightarrow A+b+c \theta$. We shall denote this as

$$
\begin{equation*}
Y_{\text {kin }}(\theta) \equiv A+b+c \theta \tag{5.2}
\end{equation*}
$$

Figure 5.4 shows various fits using Equation 5.1 on the data. The data points in the top panel are selected from NWB bar 16 at the vicinity of shadow A in runs 4042 to 4078, inclusively.

The upper limit and the lower limit curves are estimated by varying the fit parameters within their uncertainties. In the bottom panel, the same fits are normalized by $Y_{\text {kin }}(\theta)$. Hence, outside the shadowed region, the normalized curves should be flat at unity. The scattered neutron background is then given by the normalized value at the center of the shadow, which is $\left(x_{0}+x_{1}\right) / 2$. In this particular plot, we measure the scattered background to be $38.2 \pm 0.8 \%$.

In Figure 5.4, we have included neutrons from all energies, $E_{n}$. However, the scattered background is expected to be energy dependent. Since the neutron energy is calculated using the time-of-flight (ToF) in this experiment, the shorter the ToF, the higher the neutron energy. Neutrons measured with shorter ToF are less likely to be scattered. This is because scattered neutrons would need to travel a longer distance to reach the NWB. In order to reach the NWB with a short ToF, the scattered neutrons would need to be traveling at a higher speed, hence a higher energy. But there tend to be fewer neutrons at higher energies.


Figure 5.5 The scattered neutron background curves as functions of neutron energy $E_{n}$. The left panel shows reaction systems with beam ${ }^{40} \mathrm{Ca}$, and the right panel shows reaction systems with beam ${ }^{48} \mathrm{Ca}$.

Figure 5.5 shows the scattered neutron background curves as functions of neutron energy $E_{n}$. As expected, the scattered background is energy dependent. As the neutron energy $E_{n}$ increases, which corresponds to a shorter ToF, the scattered background decreases. There
are significant scattered neutrons at low energies.

### 5.1.2 Random background at radio frequency

In this experiment, the beam is delivered by the cyclotron at the National Superconducting Cyclotron Laboratory (NSCL). The cyclotron accelerates charged particles using an alternating electric field, while a constant magnetic field guides them in a spiral path. As the charged particles travel through the cyclotron, they continuously gain energy and velocity until they are eventually extracted and directed toward a target, forming a high-energy beam.

The radio frequency (RF) system within the cyclotron plays a pivotal role in the particle acceleration process. The cyclotron operates at $23.11780 \mathrm{MHz}(43.26 \mathrm{~ns})$ for ${ }^{48} \mathrm{Ca}$ beam and $23.22390 \mathrm{MHz}(43.07 \mathrm{~ns})$ for ${ }^{40} \mathrm{Ca}$ beam. It generates an oscillating electric field, which is applied across the acceleration gap between two D-shaped electrodes known as "dees". The RF is carefully tuned to match the time it takes for the particles to complete a half-circle within the cyclotron. This synchronization ensures that the charged particles consistently gain energy as they spiral outwards.

One important characteristic of the cyclotron is that it does not deliver a continuous stream of particles. Instead, the particles are organized into distinct groups or "bunches" due to the periodic nature of the alternating electric field. As the field imparts energy to the particles at specific intervals, they become organized into bunches separated by a fixed time interval corresponding to the RF period. This process is known as cyclotron bunching.

In this experiment, the Data Acquisition (DAQ) system is used to record the events generated by the interaction between the beam and the target. However, the time gate employed by the DAQ is longer than the RF period, which leads to the observation of periodic noise after the primary event that triggers the system. Due to cyclotron bunching, particles are delivered to the target in discrete groups or bunches. As these bunches interact with the target material, they may produce secondary particles or prompt radiation, which can reach the detector and create background signals. Since the bunches arrive at the target with a periodicity determined by the RF period, these background signals would also exhibit
periodicity in the recorded spectrum. However, these events occur independently of the primary beam-target interactions and do not show a clear correlation with the primary signals of the experiment.


Figure 5.6 Time-of-flight (ToF) spectrum of the ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ reaction system with beam energy at $140 \mathrm{MeV} / \mathrm{u}$. The red triangular markers indicate the prompt gamma peak, with the RF indices labeled on top of each marker.

Figure 5.6 displays the time-of-flight (ToF) spectrum of the ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ reaction system with beam energy at $140 \mathrm{MeV} / \mathrm{u}$. This spectrum includes gamma rays and neutrons, but not charged particles. The reason for including gamma rays is their well-defined peak at the beginning of each RF cycle, which allows us to pinpoint the RF period easily. The first gamma peak, RF-0, is the prompt gamma peak that occurs at ToF $\sim 15 \mathrm{~ns}$. As the speed of light is the fastest speed possible, the prompt gamma peak represents the earliest events from the target. From ToF $\sim 20 \mathrm{~ns}$ to $\sim 180 \mathrm{~ns}$, the spectrum is dominated by primary neutrons and gamma rays from the beam-target collisions, making it difficult to identify the RF periodicity or the associated gamma peaks. Above ToF $\sim 180 \mathrm{~ns}$, the RF background starts to dominate, and the gamma peaks for RF-4 to RF-9 can be clearly seen, marked by red triangular markers.

These identified gamma peaks are used to measure the RF period. For each gamma peak,


Figure 5.7 The peak positions of the gamma peaks as functions of RF indices. The green dashed line is a linear fit to the red data points, whose error bars are smaller than the marker size.
we perform a Gaussian plus linear background fit,

$$
\begin{equation*}
f_{\gamma}\left(t_{\mathrm{tof}} ; A, t_{0}, \sigma_{t}, B, m\right)=A \exp \left[-\frac{\left(t_{\mathrm{tof}}-t_{0}\right)^{2}}{2 \sigma_{t}^{2}}\right]+\left(B+m t_{\mathrm{ToF}}\right) \tag{5.3}
\end{equation*}
$$

and extract the peak position $t_{0}$. These peak positions are then fitted with a linear function to relate the RF indices to the peak positions, as shown in Figure 5.7. The measured RF periods are $44.23 \pm 0.11 \mathrm{~ns}$ for the ${ }^{48} \mathrm{Ca}$ beam and $43.84 \pm 0.13 \mathrm{~ns}$ for the ${ }^{40} \mathrm{Ca}$ beam. These values are consistent with the nominal RF periods of 43.26 ns and 43.07 ns , respectively.

Upon determining the RF period $P_{\mathrm{RF}}$, we apply pulse shape discrimination (PSD) to remove the gamma rays, leaving only the neutrons. Consequently, as shown in Figure 5.8, the gamma peaks are no longer present in the spectrum. To establish an RF background profile, we fit a second-order Fourier series,

$$
\begin{equation*}
f_{\mathrm{RF}}\left(t_{\mathrm{tof}}\right)=C_{0}+\sum_{n=1}^{2}\left[A_{n} \cos \left(\frac{2 \pi n}{P_{\mathrm{RF}}} t_{\mathrm{tof}}\right)+B_{n} \sin \left(\frac{2 \pi n}{P_{\mathrm{RF}}} t_{\mathrm{tof}}\right)\right] \tag{5.4}
\end{equation*}
$$

to the neutron ToF spectrum from the 5th RF gamma peak (235.9 ns) to the 9th RF gamma peak (412.8 ns), as indicated by the pink shaded region. This background profile is assumed to hold all the way down to the prompt gamma peak position, represented by the green filled


Figure 5.8 ToF spectrum neutrons from the ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ reaction system with beam energy at $140 \mathrm{MeV} / \mathrm{u}$. The green filled histogram is the periodic RF background, which is constructed by fitting a second-order Fourier series to the ToF in the pink shaded region.
histogram, and is capped by the neutron ToF spectrum (blue line) to avert negative values after background subtraction.

For the construction of a neutron energy spectrum, it is preferable to depict the RF background fraction as a function of neutron energy to facilitate its subtraction from the neutron energy spectrum. Figure 5.9 demonstrates the RF background fraction as functions of both ToF (top panel) and neutron energy (bottom panel). In the top panel, the RF background fraction is computed by dividing the RF background profile by the total neutron spectrum in Figure 5.8. Below ToF $\sim 20 \mathrm{~ns}$ and above ToF $\sim 110 \mathrm{~ns}$, the RF background fraction approaches 1, implying the dominance of the RF background in these regions. The bottom panel converts the ToF axis to neutron energy $E_{n}$ axis through relativistic kinematics, taking an average distance of 452.2 cm between the target and NWB. To evade excessive RF background contamination, a lower neutron energy threshold of 10 MeV is enforced. Above this threshold, the RF background fraction remains relatively small. There exists a slight step-down in the RF background fraction from 10 MeV to 30 MeV . Between 30 MeV and 200 MeV , the RF background fraction progressively increases from $1.9 \%$ to $3.2 \%$, visible


Figure 5.9 Top: RF background fraction as a function of ToF. The RF background fraction is calculated by dividing the RF background profile by the total neutron spectrum in Figure 5.8. Bottom: RF background fraction as a function of neutron energy, calculated by converting the ToF axis in the top panel to neutron energy.
more clearly in the inset plot.
When we construct a neutron energy spectrum later, it is more convenient to represent the RF background fraction as a function of neutron energy $E_{n}$. In Figure 5.9, we show the RF background fraction both as a function of ToF (top panel) and neutron energy (bottom panel). In the top panel, the RF background fraction is calculated by dividing the RF background profile by the total neutron spectrum in Figure 5.8. Below ToF $\sim 20 \mathrm{~ns}$ or above ToF $\sim 105 \mathrm{~ns}$, the background fraction quickly approaches $100 \%$, indicating that the RF background is dominant in these regions. In the bottom panel, we convert the ToF axis into
$E_{n}$ axis using relativistic kinematics, assuming an average distance of 452.2 cm between the target and NWB. A lower threshold of 10 MeV , as indicated by the red vertical dashed line, must be enforced to avoid excessive RF background contamination. Above 10 MeV , the background fraction is relatively small. From 10 MeV to 30 MeV , there is a slight step-down in the background fraction. From 30 MeV to 200 MeV , the background fraction gradually increases from $1.9 \%$ to $3.2 \%$, as can be seen more clearly in the inset plot. In summary, the RF background fraction is small and gradually increases with neutron energy over the energy range of interest ( 30 MeV to 200 MeV ).

### 5.2 Neutron detection efficiencies

The detection process of neutrons in a scintillator is more complex than that of charged particles. Neutrons, being electrically neutral, do not participate in Coulomb interactions with the electrons of the scintillator atoms. Instead, when a neutron enters the scintillator, it primarily interacts with the atomic nuclei through processes such as elastic and inelastic scattering. During these interactions, the neutron transfers some or all of its energy to the recoiling nucleus. The recoiling nucleus subsequently traverses the scintillator material, transferring its energy to the surrounding electrons via ionization and excitation. As the excited electrons revert to their ground state, they emit photons, generating the characteristic scintillation light. This light is collected by a photomultiplier tube (PMT) and converted into an electrical signal, which can then be analyzed to obtain information about the incident neutron. This detection mechanism suggests that neutrons typically exhibit a lower probability of detection compared to charged particles. In this section, we examine methods for estimating neutron detection efficiency.

Neutron detection efficiency is a multifaceted concept that can be measured through various techniques [185]. In particular, we will explore three types of efficiencies. We assume the neutron source to be a point source, originating from the target. While the source emission can generally be anisotropic, it shall remain symmetric around the beam axis due to the azimuthal symmetry present in beam-target collisions. In other words, when averaging
over many collision events, there is no directional preference in the transverse plane. All neutrons are presumed to travel directly from the target to the neutron wall in straight lines. Scattered neutrons that reach the neutron detector through indirect paths are not considered here, as they have been subtracted as background in the previous subsection, subsection 5.1.1.

The absolute efficiency, $\epsilon_{\mathrm{abs}}$ is characterized as the proportion between the number of measured neutrons and the number of neutrons emitted from the source, expressed as

$$
\begin{equation*}
\epsilon_{\mathrm{abs}}=\frac{\mathcal{M}_{\mathrm{meas}}}{\mathcal{M}_{\mathrm{emit}}} . \tag{5.5}
\end{equation*}
$$

In this context, "measured" means that the particle generates a detectable signal, and after applying all necessary calibrations and analysis filters, the particle is identified as a neutron. Absolute efficiency serves as the most direct definition of efficiency. However, the use of this efficiency as a sole metric for comparison with other experiments is limited because it is contingent upon experimental configurations that may be arbitrary, including factors such as detector geometry (size and shape) and the relative geometric arrangement of the detector with respect to the source.

This leads us to the introduction of intrinsic efficiency, denoted as $\epsilon_{\text {int }}$. Intrinsic efficiency is defined as the absolute efficiency divided by the solid angle $\Omega$ subtended by the detector with respect to the source, expressed as

$$
\begin{equation*}
\epsilon_{\mathrm{int}}=\frac{4 \pi}{\Omega} \frac{\mathcal{M}_{\mathrm{meas}}}{\mathcal{M}_{\mathrm{emit}}} \tag{5.6}
\end{equation*}
$$

where a $4 \pi$ factor is included to ensure that the intrinsic efficiency is normalized to unity for an ideal detector that registers all incident neutrons within its active volume, irrespective of whether the volume subtends the full solid angle of $4 \pi$. Intrinsic efficiency represents the probability that a neutron passing through the active volume of the detector will generate a detectable light signal that can be identified as a neutron. Although this efficiency measure reduces the geometric dependence associated with absolute efficiency, it is not entirely independent of geometric factors. For example, the thickness of the active volume may affect the chance a neutron will interact with the scintillator material. Neutrons entering the NW bar
at an oblique angle will travel a longer path length through the scintillator material compared to those entering at normal incidence, increasing the probability of interaction. Nevertheless, intrinsic efficiency serves as a valuable parameter for comparing different detector systems or configurations, as it provides a more standardized measure of detection performance after normalizing by the solid angle $\Omega$. This is also the efficiency number that is typically reported in the literature $[164,186,187]$.

Lastly, we have the geometric efficiency, $\epsilon_{\text {geo }}$, which is defined as the solid angle $\Omega$ subtended by the detector from the source relative to $4 \pi$, expressed as

$$
\begin{equation*}
\epsilon_{\text {geo }}=\frac{\Omega}{4 \pi}=\frac{1}{4 \pi} \int_{\mathcal{D}} \sin \theta \mathrm{d} \theta \mathrm{~d} \phi, \tag{5.7}
\end{equation*}
$$

where the integral is taken over the entire detector's projection onto the $(\theta, \phi)$ space, denoted as $\mathcal{D}$.

In this dissertation, we construct the absolute efficiency by determining the intrinsic and geometric efficiencies of NWB independently. Then we combine the two to obtain the absolute efficiency according to

$$
\begin{equation*}
\epsilon_{\mathrm{abs}}=\epsilon_{\mathrm{geo}} \epsilon_{\mathrm{int}} . \tag{5.8}
\end{equation*}
$$

### 5.2.1 Modifications for calculating the neutron energy spectrum

The efficiencies we have discussed thus far have included neutrons of all energies and from all directions. Now, we consider a more specific scenario involving the neutron energy spectrum, represented as $\frac{\mathrm{d}^{2} \mathcal{M}}{\mathrm{~d} E_{n} \mathrm{~d} \Omega}$. This context involves neutrons within a specific angular acceptance and energy range.

We adjust the definition of absolute efficiency, $\epsilon_{\mathrm{abs}}$, transforming it into a function of the neutron energy $E_{n}$, and angles $\theta$ and $\phi$ :

$$
\begin{equation*}
\epsilon_{\text {abs }}\left(E_{n}, \theta, \phi\right) \equiv \frac{\mathrm{d}^{2} \mathcal{M}_{\text {meas }}}{\mathrm{d} E_{n} \mathrm{~d} \Omega} / \frac{\mathrm{d}^{2} \mathcal{M}_{\text {emit }}}{\mathrm{d} E_{n} \mathrm{~d} \Omega} \tag{5.9}
\end{equation*}
$$

with both differential multiplicities evaluated at the same $E_{n}, \theta, \phi$. The denominator is the differential multiplicity of neutrons emitted from the source that we would like to reconstruct,
whereas the numerator is the differential multiplicity of neutrons that are measured by the detector. We calculate and apply all efficiencies within this study in the laboratory frame.


Figure 5.10 The effective thickness of NWB as a function of $\theta$ and $\phi$. The effective thickness is defined as the accumulated path lengths of a neutron through the active volumes of NWB. The black ellipses are selected regions for Monte Carlo simulations to generate Figure 5.11 . The color bar is truncated at 6.35 cm , which is the longitudinal thickness of the NWB bars. Effective thicknesses below this value are represented by the same color.

Directly using this revised definition of $\epsilon_{\mathrm{abs}}$ requires performing Monte Carlo simulations with a large number of neutrons at different $\left(E_{n}, \theta, \phi\right)$. Creating a smooth efficiency surface for $\epsilon_{\text {abs }}$ would involve repeating this process for numerous $\left(E_{n}, \theta, \phi\right)$ points, each necessitating the simulation of a substantial number of neutrons. This approach is both computationally intensive and time-consuming. Furthermore, given the NWB's limited position resolution, excessive refinement of the efficiency surface in $(\theta, \phi)$ yields diminishing returns. Thus, it is more practical to quantify the absolute efficiency as separate functions of $E_{n}$ and $(\theta, \phi)$ :

$$
\begin{equation*}
\epsilon_{\mathrm{abs}}\left(E_{n}, \theta, \phi\right) \approx \epsilon_{\mathrm{int}}\left(E_{n}\right) \cdot \epsilon_{\mathrm{geo}}(\theta, \phi) \tag{5.10}
\end{equation*}
$$

where $\epsilon_{\mathrm{int}}\left(E_{n}\right)$ denotes the intrinsic efficiency, and $\epsilon_{\text {geo }}(\theta, \phi)$ refers to the geometric efficiency.


Figure 5.11 Neutron efficiencies as a function of thickness from selected regions on Figure 5.10. The black dashed line indicate the average efficiency, at $12.2 \%$. The error bars are statistical uncertainties.

We justify this approximation by examining the effective thickness distribution of the NWB as a function of $\theta$ and $\phi$, as shown in Figure 5.10. The effective thickness is defined as the accumulated path lengths of a neutron through the active volumes of NWB. It is the primary factor that influences the probability of a neutron generating a detectable light signal upon passing through the active volume. However, due to the fact that NWB is placed relatively far from the target, the most substantial incident angle at the corners of the NWB is only $\sim 19^{\circ}$, increasing the effective thickness by merely $\sim 5 \%$.

To further corroborate this approximation, we select a series of ellipses on Figure 5.10 to cover a range of effective thicknesses. We run a Monte Carlo simulation for each elliptical region using a newly developed neutron simulation code, "neuSIM4" [188], which we will explore in more depth in subsection 5.2.3. As Figure 5.11 illustrates, the absolute efficiency exhibits practically no sensitivity to thickness variation. It is a reasonable approximation to assume that the absolute efficiency depends solely on neutron incident energies and is independent of any $\theta$ and $\phi$ within the NWB's coverage. The simulations are repeated at
neutron energies of $E_{n}=20,40,60,80 \mathrm{MeV}$, all of which exhibit no significant thickness dependence within statistical uncertainty.

We thus consider $\epsilon_{\text {abs }}\left(E_{n}, \theta, \phi\right)$ as a product of $\epsilon_{\text {int }}\left(E_{n}\right)$ and $\epsilon_{\text {geo }}(\theta, \phi)$, which are independent of each other. In the next two subsections, the determination of these two efficiencies will be discussed in detail.

### 5.2.2 Geometric efficiency

The geometric efficiency of a neutron detector is determined by the solid angle it subtends, making it independent of the neutron energy $E_{n}$. Given the azimuthal symmetry assumption of neutron emission, the energy spectrum $\frac{\mathrm{d}^{2} \mathcal{M}_{\text {emit }}}{\mathrm{d} E_{n} \mathrm{~d} \Omega}$ shall not depend on $\phi$. Hence, it is sufficient to consider a "ring" of solid angle $\mathrm{d} \Omega_{\theta}$ at a given $\theta$. This modifies the definition of geometric efficiency to

$$
\begin{equation*}
\epsilon_{\mathrm{geo}}(\theta)=\frac{\Delta \phi(\theta)}{2 \pi} \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta \phi(\theta) \equiv \int_{\mathrm{d} \Omega_{\theta} \cap \mathcal{D}} \mathrm{d} \phi \tag{5.12}
\end{equation*}
$$

Here, the integral is computed over the $\theta$-slice of the detector's coverage, $\mathcal{D}$. It is important to note that the denominator is $2 \pi$ radians, not $4 \pi$ steradians, as we are considering a ring of circumference.

To determine $\Delta \phi(\theta)$, Monte Carlo simulations are often employed to accommodate detectors with diverse geometries [189, 190, 191]. The hit pattern on NWB, shown in Figure 5.12, is produced by a Monte Carlo simulation. This simulation designates only the NE-213 filled internal cavity of the bar as the active volume, excluding the Pyrex shell. It involves the emission of one billion isotropic rays from the center of the target, used to identify intersection points with the detector. Although some rays can intersect multiple bars, the simulation confirms that a single ray can intersect a maximum of two NWB bars. Among all rays intersecting the active volumes, a mere $0.808 \% \pm 0.001 \%$ intersect two bars, with the remainder intersecting exactly one bar.

To calculate the geometric efficiency of NWB, we evaluate $\Delta \phi$ at various $\theta$ values. The


Figure 5.12 Monte Carlo simulation of hits on NWB. Blue and red dashed lines depict the center lines of odd and even bars, respectively. The gray dashed curves that go roughly vertically indicate the bar positions $x_{\text {bar }}$.
first method involves Monte Carlo simulations. For a fixed $\theta$, we generate $N$ rays with $\phi \in[0,2 \pi)$ and tally the number that intersect the detector, $N_{\text {intersected }}$. This leads to

$$
\begin{equation*}
\frac{N_{\text {intersected }}}{N} \approx \frac{\Delta \phi}{2 \pi} . \tag{5.13}
\end{equation*}
$$

Despite the straightforward nature of Monte Carlo simulations in computing $\Delta \phi$, they can be computationally intensive. A more efficient method is to determine the total $\phi$ coverage of NWB at a specific $\theta$, termed the " $\delta \phi$-method". Figure 5.13 demonstrates the $\phi$ coverage of NWB at $\theta=30^{\circ}$. A comparison with Figure 5.12 reveals a finite number of continuous segments in $\phi$ along the slice at $\theta=30^{\circ}$, separated by small gaps. Simple root-finding algorithms like binary search can accurately and efficiently determine these numerical boundaries. Given the boundaries of these segments as,

$$
\begin{equation*}
\left[\phi_{1}^{(\text {low })}, \phi_{1}^{(\text {upp })}\right],\left[\phi_{2}^{(\text {low })}, \phi_{2}^{(\text {upp })}\right], \ldots,\left[\phi_{n}^{(\text {low })}, \phi_{n}^{(\text {upp })}\right] \tag{5.14}
\end{equation*}
$$



Figure 5.13 The $\phi$ coverage of NWB at $\theta=30^{\circ}$. The vertical axis represents the intersection state, with 1 indicating intersection and 0 indicating no intersection.
where $\phi_{i}^{(\text {upp })}<\phi_{i+1}^{(\text {low })}$ for all $i=1,2, \ldots, n-1$ and each segment having a width of $\delta \phi_{i} \equiv$ $\phi_{i}^{(\text {upp })}-\phi_{i}^{(\text {low })}$, the $\Delta \phi$ can then be calculated as

$$
\begin{equation*}
\Delta \phi=\int_{\mathrm{d} \Omega_{\theta} \cap \mathcal{D}} \mathrm{d} \phi=\sum_{i=1}^{n} \delta \phi_{i} . \tag{5.15}
\end{equation*}
$$

The $\delta \phi$-method permits a precision up to the floating-point tolerance, and its computational cost is independent of the number of rays, making it considerably more efficient than Monte Carlo simulations.


Figure 5.14 Comparison of geometric efficiencies of NWB calculated using Monte Carlo simulations and the $\delta \phi$-method. The left panel displays results without shadow bars, and the right panel includes shadow bars. NWB bars 1 to 24, inclusively, are considered in the calculations.

Figure 5.14 juxtaposes geometric efficiencies calculated using Monte Carlo simulations
and the $\delta \phi$-method. These curves are determined from $\theta=25^{\circ}$ to $\theta=55^{\circ}$, inclusively, in increments of $0.1^{\circ}$. For the Monte Carlo method, each increment generates $10^{5}$ random rays.

The efficiency of the $\delta \phi$-method facilitates the inclusion of additional geometric cuts into the NWB during the analysis with minimal computational cost. Both panels of Figure 5.14 truncate all NWB bars at $x_{\text {bar }}= \pm 90 \mathrm{~cm}$. This edge cut, defined empirically and implemented in the experimental data, excludes hits too close to the NWB bar edges where data quality is compromised. This cut reduces the length by 6.52 cm at each end compared to the full length that sets the two ends at $x_{\text {bar }}= \pm 96.52 \mathrm{~cm}$. Moreover, shadow bar cuts can be introduced by removing hits at $x_{\text {bar }} \in[-50 \mathrm{~cm},-15 \mathrm{~cm}]$ or $x_{\text {bar }} \in[15 \mathrm{~cm}, 50 \mathrm{~cm}]$ in NWB bars 07,08 , $09,15,16$, and 17 . For certain runs where some NWB bars may malfunction, it is necessary to exclude these bars from the analysis and re-calculate the geometric efficiency.


Figure 5.15 Neutron energy spectrum of the ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ reaction system from run 4082 to 4116 , inclusively, in which shadow bars were present. The left and right panels show the spectrum before and after geometric efficiency correction, respectively.

To check the resulting geometric efficiency, we apply it to raw neutron spectrum data. To contrast the effect, we have chosen runs with shadow bars, which are runs 4082 to 4116, inclusively. Sharp position cuts at $x_{\text {bar }}= \pm 90 \mathrm{~cm}$ as well as shadow bar cuts at
$x_{\text {bar }} \in[-50 \mathrm{~cm},-15 \mathrm{~cm}]$ or $x_{\text {bar }} \in[15 \mathrm{~cm}, 50 \mathrm{~cm}]$ in NWB bars $07,08,09,15,16$, and 17 are applied to the raw neutron spectrum data. The resulting spectra are shown in Figure 5.15. After the geometric efficiency correction, the neutron spectrum is proportionally scaled up, and the strips due to shadow bars at around $\theta \approx 35 \pm 2^{\circ}$ and $\theta \approx 44 \pm 2^{\circ}$ are no longer visible. The neutron energy spectrum is now a smooth continuum along $\theta$, except statistical fluctuations.

### 5.2.3 Intrinsic efficiency

Intrinsic efficiency, denoted as $\epsilon_{\mathrm{int}}$, is defined as the probability of a neutron traversing the detector's active volume, subsequently generating a detectable light signal that is identified as a neutron. As discussed in subsection 5.2.1, we may postulate that $\epsilon_{\text {int }}$ remains independent of the variables $\theta$ and $\phi$. Consequently, this allows for an expression that solely depends on neutron energy $E_{n}$ :

$$
\begin{equation*}
\epsilon_{\text {int }}\left(E_{n}\right) \equiv\left(\int_{\mathcal{D}} \mathrm{d} \Omega \frac{\mathrm{~d}^{2} \mathcal{M}_{\text {meas }}}{\mathrm{d} E_{n} \mathrm{~d} \Omega}\right) /\left(\int_{\mathcal{D}} \mathrm{d} \Omega \frac{\mathrm{~d}^{2} \mathcal{M}_{\text {emit }}}{\mathrm{d} E_{n} \mathrm{~d} \Omega}\right) \tag{5.16}
\end{equation*}
$$

Here, both integrals are taken over the entire detector's projection onto the $(\theta, \phi)$ space, denoted as $\mathcal{D}$. The numerator and denominator are then functions of energy to be evaluated at the same $E_{n}$. In the course of actual computations, this ratio is approximated by conducting a series of Monte Carlo simulations for a substantial number of neutrons at various neutron energies. We emit isotropic neutrons, and only those that intersect the detector are counted toward the denominator. Nonetheless, intersection with the detector does not assure that the neutron will yield a detectable light signal. It is only upon generating a detectable light signal that surpasses a predetermined threshold, referred to as the bias, that it is added to the numerator.

To simulate the neutrons, we adopt a simulation code, "neuSIM4", recently developed by J. Park et al. [188]. This code integrates neutron detection physics from SCINFULQMD [192] into Geant4 [168, 169], a versatile simulation toolkit used in nuclear and particle physics. Unlike SCINFUL-QMD, which is limited to a fixed cylindrical detector with a
single photomultiplier tube (PMT), neuSIM4 can handle detectors of various geometries and multiple PMTs.

The major challenge faced when developing a robust simulation code for neutron detection is to accurately model how neutrons interact with the scintillator molecules and the subsequent scintillation process. Unlike the detection of charged particles, neutron detection involves complex processes. Neutrons, being electrically neutral, interact with atomic nuclei via elastic and inelastic scattering rather than directly with the electrons of the scintillator atoms.


Figure 5.16 Cross sections as functions neutron incident energies $E_{n}$. The gray vertical dashed line indicates the $E_{n}=110 \mathrm{MeV}$, above which the cross section data for many channels are not available and constant interpolation is used. Reproduced from [192, 188].

NW bars are filled with NE-213, a liquid scintillation material based on solvent xylene $\left(\mathrm{C}_{8} \mathrm{H}_{10}\right)[170,171]$. When a neutron enters the NW bar, it interacts with the hydrogen or carbon nuclei of the xylene molecules. One of the keys to accurately simulate the neutron detection process is to consider as many reaction channels as possible with accurate cross sections.

A total of 11 initial reaction channels originally employed in SCINFUL are considered in neuSIM4, and they are listed in the legend of Figure 5.16. For neutron energies below

110 MeV , the cross section data have carefully been compiled during the development of SCINFUL [193]. Despite the most dominant initial channels being the elastic scatterings of ${ }^{1} \mathrm{H}(n, n){ }^{1} \mathrm{H}$ and ${ }^{12} \mathrm{C}(n, n){ }^{12} \mathrm{C}$, the aggregate cross section of all other inelastic channels is not negligible. We include these cross section data in neuSIM4. Aside from the initial channels, neuSIM4 considers the sequential decays. The code determines the excitation energy of the residual fragments, deduced from the energy difference between the initial and final states of the reaction. If the residual nucleus possesses adequate excitation energy, it either decays into the daughter nuclei or achieves its ground state by emitting gamma rays. During each step, light output data are stored, and the probabilities of all sequential decays are based on the SCINFUL database.

Above 110 MeV , the cross section data are not available for all channels. Hence, we switch to Liège intranuclear cascade (INCL) as the simulation model [194, 195]. Switching of simulation models will inevitably introduce discontinuities in the simulation results. To mitigate this effect, we introduce a smooth transition using a continuous weighting function that samples the simulation results from both models. Specifically, we have

$$
P_{\text {SCINFUL }}\left(E_{n}\right)=\left\{\begin{array}{cl}
1 & \text { if } E_{n} \leq 80 \mathrm{MeV}  \tag{5.17}\\
\frac{E_{n}-200}{80-200} & \text { if } 80 \mathrm{MeV}<E_{n}<200 \mathrm{MeV} \\
0 & \text { if } E_{n} \geq 200 \mathrm{MeV}
\end{array}\right.
$$

and

$$
\begin{equation*}
P_{\mathrm{INCL}}\left(E_{n}\right)=1-P_{\mathrm{SCINFUL}}\left(E_{n}\right) \tag{5.18}
\end{equation*}
$$

For a given neutron energy $E_{n}$, the probability of using $\operatorname{SCINFUL}$ is $P_{\operatorname{SCINFUL}}\left(E_{n}\right)$, and the probability of using INCL is $P_{\mathrm{INCL}}\left(E_{n}\right)$. The switching point at $E_{n}=80 \mathrm{MeV}$ is chosen because SCINFUL was established to describe the experimental data up to this energy [193]. The switching point at $E_{n}=200 \mathrm{MeV}$ is chosen empirically as INCL starts to yield more accurate results than SCINFUL above this energy when compared to the experimental data. This smoothing procedure requires SCINFUL to be run above 80 MeV despite the lack of
cross section data for many channels. For that, we simply use constant extrapolation for all channels that do not have cross section data.

| particle | $a_{1}$ | $a_{2}$ | $a_{3}$ | minimum energy $[\mathrm{MeV}]$ |
| :---: | :---: | :---: | :---: | :---: |
| $p$ | 0.81 | 2.43 | 0.29 | 25 |
| $d$ | 0.74 | 3.45 | 0.20 | 10 |
| $t$ | 0.72 | 7.19 | 0.07 | 10 |
| ${ }^{3} \mathrm{He}$ | 0.54 | 3.97 | 0.20 | 5 |
| ${ }^{4} \mathrm{He}$ | 0.51 | 6.42 | 0.08 | 5 |

Table 5.1 Coefficients in Equation 5.19 for various particles. Adopted from [196].

Having obtained the fragments from the nuclear reactions, neuSIM4 then calculates the light output contribution from each fragment. For a fragment with energy above the corresponding minimum energy listed in Table 5.1, the light output is calculated using

$$
\begin{equation*}
\mathcal{L}\left(E_{n}\right)=a_{1} E_{n}-a_{2}\left[1-\exp \left(-a_{3} E_{n}\right)\right] \tag{5.19}
\end{equation*}
$$

For a fragment with energy below the minimum energy, the light output is given by the experimental work by V.V. Verbinski et al. [197].

With the light output from all fragments, neuSIM4 can now calculate the total light output from a neutron. In Figure 5.17, we show the light responses at various energies up to 200 MeV . A light response is defined as the probability distribution of light output from the scintillator material, given a neutron of a specific energy. Unlike charged particles nor gamma rays, neutrons do not directly deposit their energy in the scintillator material. Instead, they transfer their energy to the recoiling nuclei through various channels. As a result, the light response of a neutron do not exhibit a sharp peak, as in the spectroscopy of charged particles or gamma rays, but instead present a broad, smooth continuum of light output.

The unit for light response is $\mathrm{MeVee}^{-1}$. Suppose we denote the light response curve as $f(\mathcal{L})$, then integrating $f(\mathcal{L})$ over $\mathcal{L}$ from zero to infinity yields the total probability of a neutron generating non-zero light output, i.e., the intrinsic efficiency. In the actual world, a detector cannot detect arbitrarily small light output due to the presence of noise floor in the electronics. Consequently, researchers need to introduce a bias, $\mathcal{L}_{\text {bias }}$. The bias denotes


Figure 5.17 Neutron light responses at various energies. The solid lines are simulated results using neuSIM4, and the points are experimental data collected by NWB. Statistical uncertainties are smaller than the point size. Colors are alternating between blue and red for easy distinction among neighboring curves.
the smallest light output that can be accurately measured by the detector. This results in a revised definition for intrinsic efficiency:

$$
\begin{equation*}
\epsilon_{\text {int }} \equiv \int_{\mathcal{L}_{\text {bias }}}^{\infty} \mathrm{d} \mathcal{L} f(\mathcal{L}) \tag{5.20}
\end{equation*}
$$

The bias is chosen such that it is small enough to capture the majority of the light output, yet large enough to avoid the noise floor. In our study, we set the bias to $\mathcal{L}_{\text {bias }}=3.0 \mathrm{MeVee}$ based on empirical observations.

Normalizing light response curves from simulation is a straightforward process because the total probability can be calculated directly. The same process, however, becomes challenging with our experimental data. This challenge arises from the fact that the total probability or the intrinsic efficiency is unknown in our experiment. Unlike experiments that were specifically designed to measure the neutron efficiency $[198,199,200]$, which were often performed with a monoenergetic neutron source with a well-defined flux, our experiment measures neutrons emitted from heavy-ion collisions with a broad energy spectrum and undetermined cross sections. Thus, in instances where we must compare the light response curves from simulation and experimental data, a normalization process must be applied to the experimental data. We have illustrated this in Figure 5.17, in which we scale the experimental light response curves such that the integral from bias to infinity is equal to the same integral from the simulation.

Figure 5.18 consolidates the light responses at various energies into a two-dimensional surface for comparative analysis. For simplicity, the color scale represents histogram counts without any normalization. The left panel is the experimental data gathered by NWB, and the right panel displays results simulated using neuSIM4. We can observe at least two features in these light response surfaces. The first is the high-energy edge of the light response, which signals the maximum light output that a neutron can generate at a given incident energy. The second is a faint peak to the left of the edge, with a similar slope to the edge. For example, in the light response of $E_{n}=65 \mathrm{MeV}$, a small peak around 35 MeVee is visible. The simulation suggests this peak is attributable to the ${ }^{12} \mathrm{C}(n, d){ }^{11} \mathrm{~B}$ reaction channel. This


Figure 5.18 Neutron light response surfaces. The left panel is from experimental data collected by NWB, and the right panel is from neuSIM4 simulations.
$(n, d)$ peak is also observed in several experimental light responses [199], including our data collected by NWB, yet it is often missing from simulations [201, 152], except those that utilize SCINFUL's cross section database [196]. Briefly put, the resemblance between the two surfaces strongly suggests that relevant physics are most likely included in neuSIM4 which can accurately simulate the neutron detection process in NWB. The one-dimensional light response curves in Figure 5.17 are essentially horizontal slices of this two-dimensional surface, appropriately normalized. Note that comparing energy distributions between these two surfaces is not meaningful because the energy distributions in the simulation are set uniformly, while those in the experimental data depend on both the collision kinematics and the detector response.

Lastly, we present in Figure 5.19 the intrinsic efficiency curve for the NWB as a function of neutron energy $E_{n}$ with a bias of 3.0 MeVee . At lower energies, below 20 MeV , the intrinsic efficiency $\epsilon_{\text {int }}$ is around $10 \%$. Beyond this, it gradually declines and flattens out at around $\sim 3 \%$ as $E_{n}$ approaches 300 MeV .


Figure 5.19 The intrinsic efficiency curve for the NWB as a function of neutron energy $E_{n}$ with a bias of 3.0 MeVee .

### 5.3 Neutron spectra

We are now ready to apply all the calibrations, corrections, and efficiencies to the experimental data and reconstruct the neutron spectra. To construct the energy spectrum of neutrons in the lab frame at a given $\theta^{\prime}$, we first select all events or hits that satisfy the following criteria:

- Select hits on $x_{\text {bar }} \in[-90 \mathrm{~cm}, 90 \mathrm{~cm}]$. This is the edge cut that removes hits too close to the NWB bar edges where data quality is compromised.
- Discard shadow bar hits, if applicable by eliminating hits on $x_{\mathrm{bar}} \in[-50 \mathrm{~cm},-15 \mathrm{~cm}]$ or $x_{\text {bar }} \in[15 \mathrm{~cm}, 50 \mathrm{~cm}]$ in NWB bars $07,08,09,10,15,16$, and 17 .
- Veto charged particles by requiring the absence of hits in the Veto wall (VW).
- Discriminate neutrons from gamma rays by requiring PPSD $>0.5$.
- Select hits with light output of $\mathcal{L} \geq 3.0 \mathrm{MeVee}$.
- Select central events with Microball multiplicity greater than or equal to the value that corresponds to impact parameter $b \leq 3 \mathrm{fm}$ according to subsection 2.1.2.

This allows us to construct the "raw" neutron energy spectrum as a histogram, represented by $\mathcal{N}(i, j)$, where $i$ is the bin index of the neutron energy $E_{n}$ and $j$ is the bin index of $\theta$. Next, we apply the background subtraction and geometric efficiency correction to the raw spectrum according to

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mathcal{M}}{\mathrm{~d} E_{n} \mathrm{~d} \Omega}\left(E_{n}^{\prime}\right) \approx \frac{1}{N_{\mathrm{event}}} \cdot \frac{1-\eta_{\mathrm{bg}}\left(E_{n}^{\prime}\right)}{\epsilon_{\mathrm{int}}\left(E_{n}^{\prime}\right)} \cdot \sum_{\mid \theta_{j^{\prime}-\theta^{\prime} \mid \leq 1^{\circ}}}\left\{\frac{1}{2 \pi \sin \theta^{\prime}} \cdot \frac{1}{\epsilon_{\mathrm{geo}}\left(\theta^{\prime}\right)} \cdot \frac{\mathcal{N}\left(i^{\prime}, j^{\prime}\right)}{\Delta E_{n} \cdot \Delta \theta}\right\} \tag{5.21}
\end{equation*}
$$

Here, $N_{\text {event }}$ is the total number of central events, $\eta_{\text {bg }}$ is the background fraction, $\epsilon_{\text {int }}$ is the intrinsic efficiency, $\epsilon_{\text {geo }}$ is the geometric efficiency, $\Delta E_{n}$ is the width of the energy bin, and $\Delta \theta$ is the width of the angular bin. The summation is over all bins that are within $1^{\circ}$ of $\theta^{\prime}$.

In Figure 5.20, we show the neutron energy spectra from ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ at $140 \mathrm{MeV} / \mathrm{u}$ corrected by $\epsilon_{\text {int }}$ and $\epsilon_{\text {geo }}$ step by step. Starting from the bottom group, the spectra are normalized to the number of central collision events with neutron background subtracted. The middle group are spectra from the bottom group corrected by the geometric efficiency. Because the geometric efficiency is only dependent on the lab $\theta$ angle and is independent of neutron energy $E_{n}$, the spectra in the middle group share the same shape as those in the bottom group. The only changes are the vertical scales. For spectrum at $\theta_{\text {lab }}=30^{\circ} \pm 1^{\circ}$, the average geometric efficiency over the range of $\theta_{\text {lab }} \in\left[29^{\circ}, 31^{\circ}\right]$ is $\epsilon_{\text {geo }} \approx 12.5 \%$ (see Figure 5.14), hence the vertical scale of the middle group is about $1 / 0.125=8$ times that of the bottom group. For spectrum at $\theta_{\text {lab }}=45^{\circ} \pm 1^{\circ}$, the average geometric efficiency is about $10 \%$, giving a $1 / 0.1=10$ times enhancement. As a result, applying geometric efficiency correction squeezes the spectra from different $\theta$ slices closer together. In practice, the geometric efficiency correction is applied to the finer angular bins of $0.1^{\circ}$ by multiplying the spectra by a factor of $1 / \epsilon_{\text {geo }}\left(\theta_{\text {lab }}\right)$ before rebinning to the final angular bins of $1^{\circ}$. Lastly, we have the top group, which are spectra from the middle group corrected by the intrinsic efficiency. This correction contributes another order of magnitude enhancement to the spectra. Moreover, it alters the


Figure 5.20 Lab energy spectra of neutrons from ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ at $140 \mathrm{MeV} / \mathrm{u}$ corrected step by step to the final spectra. The bottom group are spectra that are normalized to the number of central collision events and subtracted by the background. The middle group are spectra from the bottom group corrected by the geometric efficiency. The top group are spectra from the middle group corrected by the intrinsic efficiency.
shapes of the spectra, as the intrinsic efficiency $\epsilon_{\mathrm{int}}\left(E_{n}\right)$ is energy-dependent. We see the relative spectra at lower energies $\left(E_{n} \lesssim 80 \mathrm{MeV}\right)$ become flatter due to the fact that the intrinsic efficiency is higher at lower energies, as shown in Figure 5.19.


Figure 5.21 Final lab energy spectra of neutrons and protons. The top panel is from the ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ reaction system, and the bottom panel is from the ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ reaction system. Beam energies are at $140 \mathrm{MeV} / \mathrm{u}$ for both systems.

The spectra in the final group of Figure 5.20 are the final lab energy spectra of neutrons.

To better highlight the results, we present them in Figure 5.21, with ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ reaction in the top panel and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ reaction in the bottom panel. The beam energies for both systems are at $140 \mathrm{MeV} / \mathrm{u}$. In these figures, we have constructed the neutron spectra with neutrons with energies from 20 MeV to 300 MeV . Neutrons below 20 MeV are discarded due to detector noise and excessive background. Unlike charged particles detection using HiRA10 in which the energy is determined from the energy loss in the scintillator, the energy of neutrons is determined from the time-of-flight (ToF). Hence, there is not really an upper bound on the energy of neutrons due to punch-through. However, we are limited by the time resolution of the detectors. For that, we have chosen to present the spectra up to 300 MeV . When constructing quantities such as isoscaling and neutron-to-proton ratios, we will only use neutrons with energies below 200 MeV mainly because protons above that energy have been discarded due to the punch-through cut. At 200 MeV , the neutron energy has a resolution of $F W H M \approx 5 \mathrm{MeV}$, given by Equation 2.8

### 5.3.1 Transverse momentum spectra

While the lab energy spectra of neutrons are straightforward to construct, they do not offer an easy way to distinguish nucleons as participants and spectators. The interaction dynamics of nucleons in the participant region are expected to behave differently from those in the spectator region. For participant nucleons, they actively participate in the collision, allowing them to encode information about the collision dynamics for probing nuclear EOS at high density regime. The nucleons would experience squeeze-out motion, resembling the collective flow of a classical fluid $[133,133,134]$. This results in a significant emission in the transverse direction, motivating us to study the transverse momentum spectra.

The transverse momentum is defined as

$$
\begin{equation*}
p_{\mathrm{T}}=p \sin \theta, \tag{5.22}
\end{equation*}
$$

where $p$ is the magnitude of the momentum vector. To give a complete kinematics phase
space like the $\theta-E$ phase space, we introduce the rapidity $y$ as

$$
\begin{equation*}
y=\frac{1}{2} \ln \left(\frac{E+p \cos \theta}{E-p \cos \theta}\right) \tag{5.23}
\end{equation*}
$$

where $E=\sqrt{p^{2}+m^{2}}$ is the total energy of the particle with mass $m$. To facilitate the comparison between spectra from reaction systems with different beam energies, we shall normalize the rapidity by the beam rapidity $y_{\text {beam }}$ in the lab frame, which is denoted as

$$
\begin{equation*}
\hat{y} \equiv \frac{y}{y_{\text {beam }}} . \tag{5.24}
\end{equation*}
$$

To select neutrons from the participant region, we often apply a "mid-rapidity" cut by selecting neutrons with $\hat{y} \in[0.4,0.6]$.


Figure 5.22 The two-dimensional $p_{\mathrm{T}} / A$ versus $\hat{y}$ spectra of neutrons. In the left panel, the blue dashed lines the lab energy curves. In the right panel, the lines indicate the phase space boundaries for proton, deuteron, and triton.

In Figure 5.22, we present the two-dimensional $p_{\mathrm{T}} / A$ versus $\hat{y}$ neutron spectrum. The shaded vertical region indicates the mid-rapidity cut of $\hat{y} \in[0.4,0.6]$. The neutron spectrum is shown as a color map and is identical in both left and right panels. Only the lines and annotations are added differently to highlight different aspects of the spectrum. In the left panel, the blue dashed lines are the energy curves,

$$
\begin{equation*}
E_{n}=\sqrt{p_{\mathrm{T}}^{2}+m_{n}^{2}} \cdot \cosh y \tag{5.25}
\end{equation*}
$$

for $E_{n}=10,30,65,140,200 \mathrm{MeV}$. As can been see from the intersections of the energy curves and the neutron color map, only neutrons with energies from 30 MeV to 140 MeV are selected by the mid-rapidity cut. In the right panel, we overlay the phase space boundaries for protons, deuterons, and tritons detected by HiRA10. All three charged particles have the same $\theta$ coverage from $30^{\circ}$ to $75^{\circ}$, whereas for neutrons, the $\theta$ coverage is from $28^{\circ}$ to $51.5^{\circ}$. The red dashed curves, the orange dash-dotted curves, and the brown dotted curves represent the punch-through boundaries and energy thresholds for protons, deuterons, and tritons, respectively. In short, vLANA has a narrower coverage than HiRA10 in $\theta$ but a wider coverage in energy.


Figure 5.23 The left and right panels show the $p_{\mathrm{T}} / A$ spectra neutrons and pseudoneutrons from ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ reactions at $140 \mathrm{MeV} / \mathrm{u}$, respectively.

In Figure 5.23, we present the one-dimensional $p_{\mathrm{T}} / A$ neutron spectra from ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ reactions at $140 \mathrm{MeV} / \mathrm{u}$, along with the pseudo-neutron spectra for comparison. These spectra are constructed by integrating the two-dimensional spectra in Figure 5.22 over $\hat{y} \in[0.4,0.6]$. To account for the yield loss due to the incomplete phase space in $p_{\mathrm{T}}-\hat{y}$, we apply a coverage correction to the transverse momentum spectrum by dividing the spectrum by the coverage fraction within the mid-rapidity slice at each $p_{\mathrm{T}}$ bin, as illustrated in Figure 3.3. Given the limited $\theta$ coverage of NWB, as shown in Figure 5.22 , the $p_{\mathrm{T}} / A$ range of neutron spectra is confined up to $400 \mathrm{MeV} / c$, whereas the pseudo-neutron spectra can extend slightly


Figure 5.24 The left and right panels show the coalescence-invariant (CI) neutron $p_{\mathrm{T}} / A$ spectra constructed using pseudo-neutrons and actual neutrons for ${ }^{40} \mathrm{Ca}+$ ${ }^{58} \mathrm{Ni}$ and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ reactions at $140 \mathrm{MeV} / \mathrm{u}$, respectively.
further up to $450 \mathrm{MeV} / c$ due to the broader $\theta$ coverage of HiRA10.
In Figure 5.24, we also present the coalescence-invariant (CI) neutron spectra constructed using pseudo-neutrons and actual neutrons.

### 5.3.2 Spectral yield ratios

Having constructed the transverse momentum spectra for both $\mathrm{Ca}+\mathrm{Ni}$ systems, we may update the isoscaling analysis and the Bayesian analysis of charged particles in section 3.2 and section 3.4, respectively, with the new neutron data points from vLANA. This requires us to construct a series of spectral yield ratios involving neutrons.

First, we construct the isoscaling ratio spectra for neutrons,

$$
\begin{equation*}
R_{21}(n)=\frac{Y_{n}\left({ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}\right)}{Y_{n}\left({ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}\right)} . \tag{5.26}
\end{equation*}
$$

In the process of calculating $R_{21}(n)$, the effect of certain corrections will be canceled out due to their independence from the specific experimental run. We shall refer to these corrections as run-independent because they are assumed to share the same exact functional form for all experimental runs. In this work, intrinsic efficiency $\epsilon_{\mathrm{int}}\left(E_{n}\right)$ is the only run-independent correction, which depends only on the neutron energy $E_{n}$. Geometric efficiency $\epsilon_{\text {geo }}\left(\theta_{\text {lab }}\right)$ is subject to variations due to reasons including but not limited to the presence or absence
of shadow bars and the removal of bars with poor data quality in the analysis. Similarly, backgrounds are also run-dependent, influenced by a range of factors such as beam-target configurations, beam intensity, trigger conditions, and changes in the experimental setup surroundings. All calibrations are also considered run-dependent due to potential drifts in electronics or detector responses over time. Thus, to ensure the accuracy of the isoscaling ratio determination, we carefully considered and applied these run-dependent corrections and calibrations.


Figure 5.25 The data points are experimental data, and the dashed lines are the isoscaling fits, with fit parameters listed on the top left corner.

In Figure 5.25, we present the isoscaling fits on neutrons as well as the previously analyzed charged particles, including $p, d, t,{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$. The data points are isoscaling ratios from yields between $120 \mathrm{MeV} / c$ and $350 \mathrm{MeV} / c$ in $p_{\mathrm{T}} / A$. The dashed lines are the isoscaling fits, with fit parameters given to be $\alpha=0.31, \beta=-0.24$, and $C=1.07$. It can be seen that the fit performs well for all six particles.

Similarly to the charged particles, we can also construct the isoscaling ratio including free neutrons as a function of $p_{\mathrm{T}} / A$, In Figure 5.26, we have added the isoscaling ratio spectrum for neutrons as green crosses. The dashed lines are the isoscaling fits to the data points at


Figure 5.26 Top: The isoscaling ratio spectra for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$. The points are experimental measurements, whereas the dashed lines are the isoscaling fits. Middle: The fitted $\alpha$ and $\beta$ values. Bottom: The $T_{\mathrm{H}-\mathrm{He}}$ temperatures for both systems.
each $p_{\mathrm{T}} / A$ bin. The isoscaling ratio of neutrons fall between the isoscaling ratios of triton and helium-4, extending grouping property by the neutron excess number, $N-Z$, that we observed with the light charged particles: $p$ and ${ }^{3} \mathrm{He}$ belong to the $N-Z=-1$ group, $d$ and ${ }^{4}$ He belong to the $N-Z=0$ group, $t$ and the newly added $n$ belong to the $N-Z=1$ group. The fitted parameters $\alpha$ and $\beta$ exhibit similar values and trends as those analyzed only with charged particles. Lastly, the temperatures $T_{\mathrm{H}-\mathrm{He}}$ are identical to previous values because the Albergo thermometer is a measurement that uses only charged particles.


Figure 5.27 The top-left $2 \times 2$ panels, enclosed by the orange dashed line, are the spectra of free neutrons and protons. The bottom-right panel is the free double ratio. The rest of the panels are free single ratios.

Having re-established the isoscaling property with neutrons, we proceed to update the Bayesian analysis in section 3.4 that was performed with charged particles and pseudoneutrons. We begin by compiling the spectra and ratios of free neutrons and protons in Figure 5.27. The word "free" is emphasized to distinguish them from the coalescence-invariant (CI) versions that will be presented later. The data points in each panel are the experimental measurements, whereas the gray solid lines beneath them are calculations from the 75 Latin hypercube sampling (LHS) of $\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right)$ used to train the Gaussian process emulator.

This $3 \times 3$ grid offers a convenient way to inspect all the spectra and ratios at once. The first and second columns represent observables from ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ and ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ reactions, respectively. Each row in the third column can be obtained by dividing the first column by the second column, as hinted by the left-to-right purple arrow at the bottom of the figure; the third column comprises, from top to bottom, the isoscaling ratio of neutrons, the isoscaling ratio of protons, and the double ratio of $n / p$. The grid can also be interpreted vertically from top to bottom. Each column in the bottom row can be obtained by dividing the top row by the middle row, as indicated by the top-to-bottom purple arrow on the right side of the figure; the bottom row comprises, from left to right, the single $n / p$ ratio of ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$, the single $n / p$ ratio of ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$, and the double ratio of $n / p$. Notice that the double ratio in bottom-right panel can be obtained in two equivalent ways,

$$
\begin{equation*}
\mathrm{DR}=\frac{R_{21}(n)}{R_{21}(p)}=\frac{\mathrm{SR}_{n / p}\left({ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}\right)}{\mathrm{SR}_{n / p}\left({ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}\right)} \tag{5.27}
\end{equation*}
$$

As discussed in subsection 3.3.1, one of the major challenges is the inaccuracy of the coalescence model used by many QMD models to form nucleons into clusters (isotopes). In the top-left $2 \times 2$ panels, the discrepancies between the experimental data and the calculations are evident for the free neutron and proton spectra. Specifically at lower $p_{\mathrm{T}} / A(\lesssim 350 \mathrm{MeV} / c)$, the calculations overestimate the spectra up to a factor of 5 . The calculations also fail to reproduce the overall shapes of the spectra for both reaction systems.

To circumvent this issue, the clusters are decomposed into their constituent nucleons, and these nucleons are used to populate the so-called coalescence-invariant (CI) spectra [90, 89],


Figure 5.28 The top-left $2 \times 2$ panels, enclosed by the orange dashed line, are the CI spectra of neutrons and protons. The bottom-right panel is the CI double ratio. The rest of the panels are single ratios.
minimizing the systematic errors introduced by the coalescence model. In Figure 5.28, we present the CI $n$, CI $p$ spectra, as well as all the relevant CI ratios. Starting from the top-left $2 \times 2$ panels, we have the CI $n$ and CI $p$ spectra now compare better between the experimental data and the calculations than the free spectra in Figure 5.27. Nonetheless, the calculations still tend to overestimate the spectra at lower $p_{\mathrm{T}} / A(\lesssim 350 \mathrm{MeV} / c)$. Given that the calculations (gray lines) fail to fully enclose the experimental data points, the Bayesian analysis will give nonphysical out-of-range predictions for the posterior distributions of $\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right)$.

For the CI isoscaling ratios $R_{21}$ and CI single ratios of $n / p$, the calculations are able to compare better with the experimental data. However, the shapes of these ratios are not well reproduced, hence we are not able to extract meaningful Bayesian results from these observables. We note that experimentally, the isoscaling ratios would minimize the systematic errors due to detector responses and efficiencies, whereas the single ratios would minimize the systematic errors due to the merging of different runs. As for the theoretical calculations, the isoscaling ratios would minimize biases in the coalescence model and other inaccuracies in ImQMD, whereas the single ratios would minimize the any reaction-dependent systematics. Together, we construct the CI double ratio of $n / p$ shown in the bottom-right panel, in which the calculations are able to reproduce both the shape and the magnitude of the experimental double ratio, facilitating the use of Bayesian inference.

| parameter | mean | std. dev. |
| :---: | :---: | :---: |
| $S_{0}[\mathrm{MeV}]$ | 31.3 | 1.5 |
| $L[\mathrm{MeV}]$ | 87 | 15 |
| $m_{s}^{*} / m_{N}$ | 0.75 | 0.09 |
| $m_{v}^{*} / m_{N}$ | 0.80 | 0.07 |

Table 5.2 Means and standard deviations of the posterior distributions of $S_{0}, L, m_{s}^{*}$, $m_{v}^{*}$ from the CI- $n / p$ double ratio using free neutron spectra.

Figure 5.29 presents posterior distributions of $\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right)$ of the Bayesian analysis after updating the CI double ratio by replacing the pseudo-neutrons estimated using HiRA10 with free neutrons from vLANA. The diagonal plots show the marginal distributions of each


Figure 5.29 Posterior distributions of $\left(S_{0}, L, m_{s}^{*}, m_{v}^{*}\right)$ for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$. The diagonal plots show the marginal distributions of each parameter, whereas the off-diagonal plots show the pairwise correlations between parameters. The units of $S_{0}$ and $L$ are MeV , whereas the units of $m_{s}^{*}$ and $m_{v}^{*}$ are $m_{N}$. The red dashed line in the $m_{v}^{*}-m_{s}^{*}$ correlation plot indicates the line where $m_{v}^{*}=m_{s}^{*}$.
parameter, whereas the off-diagonal plots show the pairwise correlations between parameters. Uniform priors are used for all parameters; wide truncated normal priors were explored without any significant changes to the results. For reference, we have compiled the means and standard deviations of the posterior distributions for every parameter in Table 5.2.

Similarly to Figure 3.19, the inference on CI double ratio using free neutron spectra also exhibits a correlation between $m_{s}^{*}$ and $m_{v}^{*}$. A red line is drawn in the $m_{s}^{*}-m_{v}^{*}$ panel of


Figure 5.30 Left: Posterior distributions of $f_{I}$. Right: Posterior distributions of $\Delta m_{n p}^{*} / \delta$.

Figure 5.29 to indicate $m_{v}^{*}=m_{s}^{*}$. To better quantify the preference on the nucleon effective mass splitting, we have plotted Figure 5.30 by populating the histograms from the $f_{I}$ values computed for every posterior sample point in Figure 5.29. The analysis suggests an effective mass splitting of $f_{I}=0.11 \pm 0.09$ (left panel) or $\Delta m_{n p}^{*} / \delta=-0.10 \pm 0.09$ (right panel), with the errors representing the standard deviations of the posterior distributions. This result on effective mass splitting is consistent with the earlier result that involves pseudo-neutron spectra, which gives $f_{I}=0.14 \pm 0.11$ or $\Delta m_{n p}^{*} / \delta=-0.17 \pm 0.12$. In other words, despite the evident differences between the free neutron spectra and the pseudo-neutron spectra as shown in Figure 5.23, the Bayesian analyses on the CI double ratio of $n / p$ are able to produce comparable results, hinting at a potential way to probe the nucleon effective mass splitting with only charged particles, especially when neutron measurement is often more challenging than charged particles measurement.

In Figure 5.31, we have compiled the effective mass splitting $\Delta m_{n p}^{*} / \delta$ values from this work and two previous works, both of which used the same ImQMD model to generate the theoretical spectra and similar Bayesian analysis to extract the effective mass splitting. The work by C. Y. Tsang et al. under the S $\pi$ RIT collaboration [202] looks a different set of observables from ${ }^{112} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ and ${ }^{108} \mathrm{Sn}+{ }^{132} \mathrm{Sn}$ at $270 \mathrm{MeV} / \mathrm{u}$, including the directed flow $\left(v_{1}\right)$, the elliptic flow $\left(v_{2}\right)$ [203], and the stopping (VarXZ) [204]. This work suggests $\Delta m_{n p}^{*} / \delta=-0.08 \pm 0.07$, indicated by the open circle. The work by P. Morfouace et al. [147] looks at the $n / p$ ratios of ${ }^{112} \mathrm{Sn}+{ }^{112} \mathrm{Sn}$ and ${ }^{124} \mathrm{Sn}+{ }^{124} \mathrm{Sn}$ at $120 \mathrm{MeV} / \mathrm{u}$. The open


Figure 5.31 The effective mass splitting $\Delta m_{n p}^{*} / \delta$ from this work and previous works [147, 202].
square shows inference result from both the single ratio (SR) and the double ratio (DR), suggesting $\Delta m_{n p}^{*} / \delta=-0.05 \pm 0.09$; the cross shows result from the DR only, suggesting $\Delta m_{n p}^{*} / \delta=-0.03 \pm 0.15$. Lastly, we have the result from this work, indicated by a star marker, which extracts $\Delta m_{n p}^{*} / \delta=-0.10 \pm 0.09$ from the CI double $n / p$ ratio of ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}$ and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ at $140 \mathrm{MeV} / \mathrm{u}$.

In summary, all three works, including the results from this thesis, suggest a slightly negative effective mass splitting, with $m_{n}^{*}<m_{p}^{*}$. Each of these studies utilized the ImQMD model, which has been thoroughly examined for self-consistency via the closure test described in subsection 3.4.2. However, it is important to note that this model is one of many other, each featuring its unique formulation and implementation of effective masses. Hence, results may exhibit variations when employing different theoretical models.

Investigations using optical potentials [205, 206, 207] and those examining giant resonances and the electrical dipole polarizability of $\mathrm{Pb}[208,209,210,211]$ yield a positive sign for the effective mass splitting. This contrast underscores how methodological choices, selected observables, and theoretical models significantly influence outcomes, attesting to the complex nature of the nuclear dynamics, rather than reflecting limitations of any particular study
or methodology. This, in turn, accentuates the importance of continual collaboration with theorists and the need for diversified investigations using theoretical models.

## CHAPTER 6

## SUMMARY

One goal of this dissertation is to extract the nucleon effective mass splitting, a critical aspect in understanding the nuclear equation of state (EOS). The experiment measured the spectral yield ratios of neutrons and protons from heavy-ion collisions (HICs) and to compare them with theoretical predictions. Conducted at the National Superconducting Cyclotron Laboratory (NSCL), the experiment used three detection systems: the Microball impact parameter detector, the HiRA10 charged-particle detector, and the vLANA neutron detector. A total of 16 beam-target configurations involving calcium isotopes as the beam and nickel and tin isotopes as targets at two distinct beam energies, $56 \mathrm{MeV} / \mathrm{u}$ and $140 \mathrm{MeV} / \mathrm{u}$, were conducted. In this dissertation, beam-target pairs with the lowest and the highest $(N-Z) / A$ values for a given target element, namely, ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}(0.020),{ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}(0.143),{ }^{40} \mathrm{Ca}+$ ${ }^{112} \mathrm{Sn}(0.079)$, and ${ }^{48} \mathrm{Ca}+{ }^{124} \mathrm{Sn}$ (0.186), at both beam energies were analyzed. Beam-target pairs with intermediate $(N-Z) / A$ values will be explored in future works.

The first half of this work focuses on the results from charged particle detection by HiRA10. Microball was used to determine the impact parameter of the collisions and select the central collisions. In HiRA10, light charged particle spectra of protons, deuterons, tritons, helium-3, and helium- 4 were measured and identified. Energy spectra in the lab frame for each of the particles were presented, followed by the transverse momentum spectra gated on the mid-rapidity region to select participant nucleons from the heavy-ion collisions. An isoscaling study was conducted on the transverse momentum spectra. The study revealed the isoscaling property for both beam energies at 56 MeV and 140 MeV . As expected, the magnitude of isoscaling parameters extracted from the lower beam energy is larger. Exploiting the isoscaling properties, "pseudo-neutrons" spectra were obtained and used to construct the coalescence-invariant (CI) neutron-to-proton $(n / p)$ ratios. The CI $n / p$ double ratio from the $\mathrm{Ca}+\mathrm{Ni}$ systems was analyzed using Bayesian analysis by varying the EOS parameters of
the symmetry energy $S_{0}$, the slope parameter $L$, the isoscalar effective mass $m_{s}^{*}$, and the isovector effective mass $m_{v}^{*}$. Informed by the Improved Quantum Molecular (ImQMD) model, the Bayesian framework showed a high sensitivity to the nucleon effective mass splitting $\Delta m_{n p}^{*} / \delta$. To further validate this methodology, a closure test involving only simulated events from the model was performed and showed a strong correlation coefficient between the true and predicted values of isospin effective mass splitting.

The second half of this work emphasizes on the data analysis of neutron detection by vLANA, a composite neutron detection system consisting of two neutron walls (NWA and NWB), a charged-particle veto wall (VW), and a Forward Array (FA), as well as the reconstruction of neutron spectra. A major part of the thesis work focused on the calibration of NWB in vLANA, including calibrations for hit position, time-of-flight, and light output, as well as non-linearity and saturation corrections of the analog-to-digital converter (ADC) values and neutron-gamma pulse shape discrimination (PSD). Following the comprehensive analysis and calibration of raw data from vLANA, the neutron spectra were reconstructed. This process began with an assessment of the background contributions to the spectra. Subsequently, a detection efficiency analysis was performed to establish both the geometric and intrinsic efficiencies. Determination of intrinsic efficiency involved sophisticated simulation of the performance of the neutron detector using a new simulation code, neuSIM4, which was developed in a collaboration with Korea University in conjunction with the neutron analysis.

The work concluded with the presentation of neutron spectra for the $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$ and an updated isoscaling analysis. However, the measured neutron spectra and the pseudo-neutron spectra obtained from charged particles only using isoscaling are quite different. Nonetheless, our results confirmed that systematic errors associated with CI $n$ can be cancelled out in the double ratio involving two reaction systems, but not in the individual single ratios of CI $n / p$. From the Bayesian analysis for the CI $n / p$ double ratio using actual reconstructed neutrons, the effective mass splitting $\Delta m_{n p}^{*} / \delta$ was estimated to be $-0.10 \pm 0.09$. This result aligns with findings from the light charged particle analysis using

HiRA10 $\left(\Delta m_{n p}^{*} / \delta=-0.05 \pm 0.09\right)$ and previous experiments $\left(\Delta m_{n p}^{*} / \delta=-0.08 \pm 0.07\right)$ that used ImQMD, yet contrasts with studies employing optical potentials and those exploring giant resonances and the electrical dipole polarizability of Pb that suggest a positive sign.

The implications of these findings permeate a broad spectrum of nuclear physics and astrophysics, influencing aspects such as the nuclear structure of exotic nuclei, the dynamics of heavy-ion collisions, and the description of neutron stars [207]. Evidence has been presented, for instance, showing that the neutrino mean free path, which is vital to the cooling process of neutron stars, is closely connected to the nucleon effective masses [76, 212]. Additionally, J. Estee et al. have presented a correlation between $\Delta m_{n p}^{*} / \delta$ and the slope parameter $L$ of the symmetry energy [91], a parameter that can be related to the pressure due to asymmetry and is central to the neutron star description. For example, an increase in $L$ has been correlated with enhanced dynamical mass ejection during the post-merger phase of binary neutron star coalescences [213], and a larger radius in neutron stars above $1 M_{\odot}$ [214]. Moreover, properties of the neutron star crust, such as its thickness, fractional mass, and moment of inertia, have been shown to exhibit significant sensitivity to $L$ through the transition density [215].

In conclusion, this dissertation measured the splitting of the neutron and proton effective masses, important for the understanding of nuclear EOS, by combining observables of neutrons and protons from multiple detection systems. Two primary sources of uncertainty persist: the limited number of observable types, specifically, the CI $n / p$ double ratio, and the use of a single theoretical model, the ImQMD model. Nonetheless, our results are consistent with results obtained from heavy-ion collisions using different observables but the same transport model. Collaboration with theorists to optimize the application of modern Bayesian tools for understanding the experimental data is ongoing. The work presented in this dissertation underscores the enormous effort put into handling over 900 hours of active beam time data to ensure seamless merging of data across different experimental runs. However, with the methodology developed in the thesis, efforts are in progress to finalize results from all reaction systems, not only those with extreme asymmetry values, ${ }^{40} \mathrm{Ca}+{ }^{58} \mathrm{Ni}(0.020)$ and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$
(0.143) discussed in this thesis, but also systems with intermediate asymmetry values.
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## APPENDIX A <br> SPECTRAL YIELDS FOR LIGHT CHARGED PARTICLES

This appendix is dedicated to the presentation of two-dimensional spectra yield plots, organized as $\theta_{\text {lab }}-E_{\text {lab }}$ and $p_{T} / A-y / y_{\text {beam }}$ histograms. The plots encompass results from six types of charged particles, namely, protons $(p)$, deuterons $(d)$, tritons $(t),{ }^{3} \mathrm{He},{ }^{4} \mathrm{He}$, and ${ }^{6} \mathrm{He}$, observed in each examined pair of reaction systems at a particular beam energy.

It should be noted that while ${ }^{6} \mathrm{He}$ is included in these histograms for completeness of the helium isotopes set, it was not incorporated in the analysis of neutron to proton $(n / p)$ ratios and isoscaling due to its low statistical presence.

On comparing the spectra across different particles within the same reaction system, similarities in spectral patterns are noted for the $\mathrm{Ca}+\mathrm{Ni}$ and $\mathrm{Ca}+\mathrm{Sn}$ systems. Beam energy, however, serves as the biggest differentiating factor among the spectra.

Finally, we must bring to attention an observable gap at $\theta_{\text {lab }} \approx 64^{\circ}$ in the histograms of the ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Ni}$ and ${ }^{48} \mathrm{Ca}+{ }^{64} \mathrm{Sn}$ systems at $140 \mathrm{MeV} / \mathrm{u}$. This data void, which unfortunately is irretrievable, is due to all the pixels on the HiRA10 detector at those particular angles being inactive during those measurements.
$\mathrm{Ca}+\mathrm{Ni}$ systems at $56 \mathrm{MeV} / \mathrm{u}$ :


Figure A. 1 Two-dimensional $\theta_{\text {lab }}-E_{\text {lab }}$ plot for $\mathrm{Ca}+\mathrm{Ni}$ systems at $56 \mathrm{MeV} / \mathrm{u}$.


Figure A. 2 Two-dimensional $p_{T} / A-y / y_{\text {lab }}$ plot for $\mathrm{Ca}+\mathrm{Ni}$ systems at $56 \mathrm{MeV} / \mathrm{u}$.
$\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}:$


Figure A. 3 Two-dimensional $\theta_{\text {lab }}-E_{\text {lab }}$ plot for $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$.


Figure A. 4 Two-dimensional $p_{T} / A-y / y_{\text {lab }}$ plot for $\mathrm{Ca}+\mathrm{Ni}$ systems at $140 \mathrm{MeV} / \mathrm{u}$.
$\mathrm{Ca}+\mathrm{Sn}$ systems at $56 \mathrm{MeV} / \mathrm{u}$ :


Figure A. 5 Two-dimensional $\theta_{\text {lab }}-E_{\text {lab }}$ plot for $\mathrm{Ca}+\mathrm{Sn}$ systems at $56 \mathrm{MeV} / \mathrm{u}$.


Figure A. 6 Two-dimensional $p_{T} / A-y / y_{\text {lab }}$ plot for $\mathrm{Ca}+\mathrm{Sn}$ systems at $56 \mathrm{MeV} / \mathrm{u}$.
$\mathrm{Ca}+\mathrm{Sn}$ systems at $140 \mathrm{MeV} / \mathrm{u}$ :


Figure A. 7 Two-dimensional $\theta_{\text {lab }}-E_{\text {lab }}$ plot for $\mathrm{Ca}+\mathrm{Sn}$ systems at $140 \mathrm{MeV} / \mathrm{u}$.


Figure A. 8 Two-dimensional $p_{T} / A-y / y_{\text {lab }}$ plot for $\mathrm{Ca}+\mathrm{Sn}$ systems at $140 \mathrm{MeV} / \mathrm{u}$.

## APPENDIX B

## TRANSVERSE MOMENTUM VERSUS RAPIDITY

This appendix aims to derive two relations involving transverse momentum and rapidity. These relations outline the phase space boundaries due to energy and $\theta$ cuts.

Transverse momentum is given as

$$
\begin{equation*}
p_{T}=p \sin \theta \tag{B.1}
\end{equation*}
$$

where $p$ is the magnitude of the momentum vector and $\theta$ is the angle between the momentum vector and the beam direction. On the other hand, the (experimentally modified) rapidity is defined as

$$
\begin{equation*}
y=\frac{1}{2} \ln \left(\frac{E+p \cos \theta}{E-p \cos \theta}\right) \tag{B.2}
\end{equation*}
$$

where $E=\sqrt{p^{2}+m^{2}}$ is the total energy of the particle and $m$ is the mass of the particle.
To derive the energy-cut boundary, we first rewrite Equation B. 2 into

$$
\begin{equation*}
p \cos \theta=E \tanh y \tag{B.3}
\end{equation*}
$$

Then, using Equation B. 1 and Equation B.3, we obtain

$$
\begin{align*}
(p \cos \theta)^{2}+(p \sin \theta)^{2} & =(E \tanh y)^{2}+p_{T}^{2}  \tag{B.4}\\
\therefore E & =\sqrt{p_{T}^{2}+m^{2}} \cdot \cosh y \tag{B.5}
\end{align*}
$$

Note that this expression of $E$ is independent of $\theta$, and thus describes the energy-cut boundary for a given value of $y$.

To derive the $\theta$-cut boundary, we take the ratio of Equation B. 1 and Equation B.3:

$$
\begin{align*}
\frac{p \sin \theta}{p \cos \theta} & =\frac{p_{T}}{E \cdot \tanh y}  \tag{B.6}\\
\therefore \theta & =\arctan \left(\frac{p_{T}}{\sqrt{p_{T}^{2}+m^{2}} \cdot \sinh y}\right) \tag{B.7}
\end{align*}
$$

Note that this expression of $\theta$ is independent of $E$, and thus describes the $\theta$-cut boundary for a given value of $\theta$.
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