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ABSTRACT

A CLUSTER MODEL OF 6He AND 6Li

By

Jeremy Robert Armstrong

Light nuclei provide an ideal testing ground for few-body theories. Helium-6 is

particularly interesting in that it shows an extended neutron system similar to a halo,

is loosely-bound, and is a Borromean system. Lithium-6 is also loosely bound, and is

a difficult challenge for many theories. An alpha plus two nucleon cluster model using

the Brink formalism in secondary quantization was developed for calculating various

properties of 6He and 6Li. The formalism includes a fully microscopic alpha particle,

and allows for the exact treatment of Fermi statistics and the correct construction

of eigenstates of angular momentum. Both nuclei were studied as the superposition

of two configurations: an alpha plus two nucleon cluster and a nucleon-alpha-nucleon

chain, or cigar configuration. The variational principle was used to obtain the binding

energies of the nuclei and weights of both configurations. For 6He calculations were

made to determine the excitation energy of the 2+ excited state, the B(E2) for the

0+ → 2+ transition and the charge and matter radii. For 6Li, the excitation energy of

the 2+ and 3+ excited states, charge radius, electric quadrupole moment and magnetic

dipole moment were calculated. Finally, the lifetime for the 6He Gamov-Teller beta

decay was calculated. The results were obtained with the use of three nucleon-nucleon

interactions: the Volkov V1 and V2 interactions, and the Minnesota potential. Results

were compared with experimental data and the results of other theoretical models. In

spite of the deliberate simplicity of the model, it describes the main physical properties

of the nuclei on a level comparable with much more sophisticated theories.
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Chapter 1

Introduction

Though the existence of atoms was postulated by the ancient Greek Pre-Socratic

philosophers Democritus and Epicurus in the 5th and 4th centuries BC, the modern

atomic picture of matter did not begin until the early 19th century. John Dalton

published a fledgling atomic model of matter in 1808 [1], and the atomic formulation of

matter was furthered along by others such as Avogadro, Guy-Lussac, and Mendeleev.

This atomic formulation of matter put chemistry in good stead, but physicists took a

little more convincing, and wondered if atoms were indivisible. British physicist J.J.

Thomson found that cathode rays were indeed composed of particles, electrons, and

that they were sub-atomic particles [2]. This discovery led to theories about how the

atom itself was constructed. A defining experiment occurred in 1911, when Rutherford

found that the atom consisted of a very small, positively-charged core, and a large

amount of empty space [3]. This is one point that can be considered the beginning

of nuclear science. Another possible starting point could be Becquerel’s discovery of

radioactivity in 1896 [4], as this showed a whole new kind of transformation, previously

unknown, that is, the transformation of atomic elements. Later, Rutherford and Royds

demonstrated the equivalence of alpha particles and helium nuclei, which showed

the link between radioactivity and the substructure of the atom [5]. Thus, with the

discovery of the nucleus, came questions about the structure of this new object.

1



Physics had to wait until 1932 before the modern idea that nuclei are made of protons

and neutrons could be proposed. English physicist Sir James Chadwick discovered the

neutron in 1932 [6], which led Werner Heisenberg to hypothesize that nuclei were made

of protons and neutrons [7].

1.1 Early Attempts

After Heisenberg’s hypothesis, theories of the structure of the atomic nucleus were

developed. Some early models include the uniform model of Wigner [8], the liquid

drop model of Bohr [9], the independent particle model, and the alpha-particle model

(the modern shell model would not emerge until later). During the 1930s and 40s

the models were developed further as more experimental data became available. An

excellent discussion of these early models can be found in Chapter VII of [10]. Since

the focus of this work is at least inspired by cluster models, we will move to further

details in the development of the cluster models.

The basic building block of the first suggested cluster models (and most of the

subsequent ones) is the alpha particle. The alpha particle, or 4He nucleus, makes an

excelling building block for several reasons. First and foremost, it is exceptionally

stable. Its first excited state is not until 20.2 MeV [11], and its binding energy per

nucleon of 7.07 MeV/nucleon is not equaled again as one goes through the chart of

the nuclides until one gets to 12C. It is also very compact (a charge radius of 1.673

fm [12]), and has zero for all quantum numbers (spin and isospin), which makes it

easy to combine into larger systems. From a modern perspective, it is the first doubly

magic nucleus, with the first shell completely full of protons and neutrons, which

accounts for its exceptional stability, and thus its use as the basic building block of

many nuclear cluster models.

The alpha cluster structure model was first proposed by Wheeler in 1937 [13],

with similar models suggested concurrently by Wefelmeier [14], Weizsäcker [15], and

2



Fano [16]. In this model, the nuclei with N = Z (Z is the number of protons in a

nucleus, and N is the number of neutrons) and A = 4n (A is the total number of

nucleons in a nucleus and n is an integer) are considered as “molecules” of alpha

particles. 8Be would be a dumbbell shape, 12C a triangle, 16O a tetrahedron, and

so forth. Excitations of these nuclei would correspond to vibrations and rotations of

the constituent alpha particles, just as in molecules. Allowed states would be only

the ones that preserved the Bose statistics of the alpha particles, that is all allowed

states had to be symmetric with respect to the interchange of any two alphas. Binding

energies would be the sum of the binding energies of the constituent alpha particles

(which accounted for over 90% of the total binding energy) and the energy of the

“bonds” between alpha particles, which were modeled like the binding between neu-

tral molecules with Coulomb repulsion superimposed. An interesting discovery was

that, except for the unbound 8Be, the energy of these inter-alpha bonds is relatively

constant around 2.40 MeV/bond for 12C through 32S. The model was extended by

Hafstad and Teller [17] and Kittel [18] to include the alpha particle nuclei plus or

minus an additional nucleon. The analogy with molecules was continued, with the

additional nucleon acting as a light electron moving around a heavy, stationary nu-

cleus. The proper quantum numbers were obtained for the ground states of these

odd-A nuclei, and tracked the binding energy trends. Magnetic moments were calcu-

lated for these nuclei by Bethe [19], Sachs [20], and Inglis [21]. Their values were as

good (or as bad) as those obtained in the independent particle model.

Those are some of the successes of the alpha particle model, but it has many

limitations. The most obvious shortcoming is that it has no adequate way of treating

4n + 2 nuclei. One could treat these nuclei as an alpha particle plus two additional

particles, or an extra alpha particle with two holes, but these have very different

geometries. In 1941, Wheeler analyzed alpha-alpha scattering data, and found that

using a potential between two rigid alphas could not even describe the low energy

data [22], meaning the alphas do not maintain their separate identities even at low

3



energies. Also, the agreement in binding energies merely shows that the binding energy

per nucleon in the alpha particle is close to that of heavier nuclei (even non-alpha

particle nuclei), which seems to indicate a more liquid state. Furthermore, in Wheeler’s

original paper, he shows spectra of the alpha particle nuclei in terms of rotations of

the alpha particles, but the energies of the excited states are far too low. We know

now that these excitations are much better thought of as single-particle excitations

than the rotation or vibration of an alpha cluster. In addition, the molecular analogy

for alpha particle nuclei plus or minus one particle is also questionable. The Born-

Oppenheimer [23] approximation works well in atoms, since the electron is 1800 times

lighter than the nucleon, but in the case of an additional nucleon outside an alpha

particle, it is only 1/4 the mass of the “heavy” core, which is not negligible. For these

many reasons, the inert alpha cluster was not seriously pursued much further, but it

was the first attempt at a cluster picture of nuclei.

1.2 More Advanced Cluster Models

The next major contributors to the story of cluster models were Wildermuth and

Tang [24]. From the early 1960s to the late 1970s, they investigated various clustering

phenomena in nuclear physics. Their first improvement was to make the alpha not a

structureless boson, but a composite particle made up of four nucleons, represented

by Gaussian wave functions (oscillator functions). They showed the equivalence of the

oscillator shell model and an oscillator cluster model (i.e., a model where the nucleus

consists of separate clusters of osillator wave functions). They did this by merely

relabeling coordinates, instead of having A oscillator functions with one common

center, they re-wrote them by referencing clusters of four particles to their own center,

and a wave function describing inter-cluster motion. Oscillator quanta of excitation

appeared as excitation of this inter-cluster function (since the alpha’s first excited

state is not until 20 MeV), and they achieved identical results with both formulations.
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However, they could not achieve a very good qualitative description of light nuclei

with this method, so they developed what they called the generalized cluster for-

malism. Here their wave function is an anti-symmetrized combination of nucleons in

alpha particles and valence particles, described in Jacobi coordinates to remove cen-

ter of mass motion, an alpha-external cluster relative motion function, and Jastrow

factors. Jastrow factors are factors added to a wave fuction which keep the nucleons

from coming too close to one another, as it was Jastrow who first suggested that

some factor be added to the wave function to reflect that the nucleon-nucleon force

becomes repulsive at very small distances [25]. For the deuteron wave function, they

are conscious of the proper asymptotics of a valence cluster, and put an exponential

tail onto the wave function after a certain radius. They have many parameters, which

are adjusted to fit two nucleon scattering data and the continuity of the wave func-

tion and its derivatives. They were able to obtain decent results, depending on the

potential used. They were frustrated that their most realistic calculation was limited

by the computing abilities at the time. They then applied their structure model to

study many low-energy scattering phenomena in light nuclei.

We now turn to two modern cluster-inspired theories of light nuclei: Anti-symmetrized

Molecular Dynamics (AMD) and Fermionic Molecular Dynamics (FMD), both nicely

reviewed in [26]. Both models were initially inspired by heavy-ion reactions and pre-

dicting the products of the reactions, but it was found that they could describe light

nuclei as well. Both models are similar in many respects. They both use Gaussian (or

superpositions of many Gaussian) wave packets for their single particle wave functions,

which contain both position and momentum information. In FMD, they minimize the

expectation value of their effective Hamiltonian with respect to the parameters of all

their single particle states. The AMD method solves the frictional cooling equation

(see, for example, [27]), sometimes with constraints added to fit a particular feature

of the system of interest. In addition to applying AMD to its original purpose in frag-

mentation reactions, several papers have appeared describing helium, lithium, and
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beryllium isotope chains, with the occasional calculation on isotopes of boron and

carbon as well. A difference between the two methods, though this appears merely

to be a choice of the scientist, is that FMD calculations are done with interactions

based on nucleon-nucleon scattering, such as CD-Bonn and Argonne V18, whereas

the AMD calculations use effective interactions tuned to describe the subject of their

study.

1.3 Motivation for the Present Study

The goal of the present study is to use a physically transparent model to describe

the structure and some dynamics of loosely bound light nuclei. The model, though

simple and straightforward, should be quantum mechanically rigorous and avoid ap-

proximations related to the neglect of the Pauli principle. The model should reproduce

reasonably the properties of the studied nuclei.

The model will be described in great detail in the following chapter, but some

words should be spent on the subject nuclei of our study, 6He and 6Li. Helium-6

was first reported in 1936 [28]. Despite its early discovery, it still attracts a large

interest today in both theory and experiment. It is a loosely bound (breaks up into

α + 2n at an excitation energy of 0.970 MeV) nucleus with an extended neutron

structure that some classify as a halo system. It is also a Borromean system, which

is a three-body system where none of the two-body subsystems are bound, in this

case 5He and the dineutron. This three-body system can be pictured as being, in the

two extreme cases, either an alpha particle and dineutron cluster, or a neutron-alpha-

neutron chain (“cigar”) configuration. In this work, we calculate the main properties

of 6He, including the binding energy, charge and matter radius, and beta decay ft

value. Additionally, we determine the relative mixture between the two previously

mentioned configurations, which is a topic of current interest [29].

Lithium-6 is one of the two beta-stable isotopes of the element lithium, and there-
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fore one would expect it to be fairly well studied. Experimentally, this is indeed the

case, as work on the excited states of 6Li was already being done in the 1950s [30].

One can find an accumulation of experimental data on both 6He and 6Li in [31]. From

a theoretical standpoint, 6Li remains an excellent testing ground for nuclear struc-

ture theories. In a simple picture, it exists as an alpha particle plus a deuteron. Since

the alpha particle has all quantum numbers equal to zero, it might be expected that

6Li would have many properties similar to the deuteron. It does have a ground state

spin of one, like the deuteron, but it also has a curiously small and negative elec-

tric quadrupole moment and a magnetic moment that is only slightly different from

the deuteron magnetic moment. There are numerous attempts to reproduce these

observables, from the models mentioned above to very sophisticated models such as

No-Core Shell Model [32] and Variational/Green’s Function Monte Carlo [33]. These

models have met with varying degrees of success with 6Li and many of this nucleus’

unusual features have been ascribed to the effects of three-body forces. At first, our

motivation to do calculations for 6Li was in order to calculate the beta decay of 6He,

but we found that it is an interesting topic of study in its own right

1.4 Constitution of the present work

This dissertation presents the study of 6He and 6Li in a microscopic cluster approach.

Chapter Two develops the Brink formalism in secondary quantization and the method

of projection into good states of angular momentum. The formalism is first introduced,

and then developed through simple examples. Chapter Three applies the formalism

to our six-particle systems and obtains the general structure of the matrix elements

needed to calculate the various observables, which will be shown in Chapter Four.

Chapter Four contains the results in the Gaussian approximation (i.e., the choice

of the Gaussian as a single-particle wave function). It contains the results of all

calculations outlined in Chapter three and then numerical results. In Chapter Five,
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there is a discussion of the results which are then compared with measurements and

the results of other models. The dissertation finishes with the conclusions and outlook

in Chapter Six.
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Chapter 2

Formalism

2.1 Initial Remarks

The basic formalism used in this work was invented by D. M. Brink in 1966 [34]. The

specific problems he attacked were alpha-particle nuclei and their different geometries.

His model improved upon those of Wheeler [13] and others by treating the alpha

particles as composed of four nucleons and those particles obeyed the Pauli principle,

and thus there were consequences built into the theory if the alpha particles came to

close to each other. We use Brink’s model to describe nuclei other than alpha-particle

nuclei, and re-cast the model in secondary quantization.

The Brink formalism is extremely flexible. In principle, one can describe a system

of as many particles and centers as desired in a rather straight-forward way. Our

system is solved variationally, and our trial basis wave function is a product of creation

operators operating on the vacuum:

Ψ = N
A
∏

i=1

a†i |0〉, (2.1)

where the a†i ’s are creation operators for the particles (fermions) of the system, and |0〉

is the vacuum state. The particles are created into whichever single-particle orbitals
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with whatever quantum numbers and at any center required by the problem. The

choice of radial dependence of the single-particle wave functions is also completely

arbitrary. It should be noted, that once an order of single-particle states is selected in

eq.(2.1), one should keep that order for all further calculations. This order is necessary

to maintain the phase of the wave function, because we will need a superposition of

such functions. These operators are Fermi operators, whose properties will be further

elaborated upon shortly, and exchanging them with other fermions can introduce

extra minus signs, which can lead to sign errors if the order is not preserved.

To normalize the wave function (i.e., to determine the factor N in eq.(2.1)), one

follows the usual recipe:

〈Ψ|Ψ〉 = |N |2〈0|
A
∏

i=1

ai

A
∏

j=1

a†j|0〉. (2.2)

This choice of using secondary quantization is not required; it is just more conve-

nient for our purposes. There have been many discussions in the literature of how

to represent many-fermion wave functions, often as Slater determinants. Two such

works are: [35, 36], and an in-depth treatment can be found in [37]. To evaluate

eq.(2.2), one must decide whether the wave function is made of fermions or bosons.

Then, one must make eq.(2.2) normal ordered by using either commutation (bosons)

or anti-commutation relations (fermions). Since we will be working exclusively with

fermions in this work, the rest of the formalism will be developed for fermions. The

anti-commutation relations for fermions are:

{ai, aj} = aiaj + ajai = 0, (2.3)

{a†i , a†j} = 0,

{a†i , aj} = θij,
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where θij is the overlap of the two orbitals:

θij = 〈φi|φj〉. (2.4)

In the simple case of orthogonal orbitals, then θij = δij , the Kronecker symbol. By

moving all creation operators to the left (or all destruction operators to the right),

one completes all possible Wick contractions [38]. The fact that creation operators

anti-commute with themselves (eq.(2.3)), means that switching any two particles in

eq.(2.1) induces an overall minus sign in the wave function, which satisfies the Pauli

Principle.

2.2 Non-orthogonal Orbitals

In the present work, we will need the orbitals to be non-orthogonal. To demonstrate

how these work, we first need a reference set of complete orthogonal orbitals:

θ12 = 〈1|2〉 = δ12,

∑

1

|1〉〈1| = 1,

{a1, a
†
2} = δ12,

|β〉 =
∑

1

〈1|β〉|1〉 =
∑

1

θ1β|1〉,

θβ1 = θ∗1β,

〈β|β〉 = 1. (2.5)

The numbers refer to orthogonal orbitals, whereas Greek labels indicate non-orthogonal

orbitals, which in the last line of the above equation we indicated are normalized. Now

we have the non-orthogonal orbitals in terms of orthogonal ones. It is then shown how
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the general overlap expression, eq.(2.3), is obtained. We define creation and destruc-

tion operators of the non-orthogonal orbitals:

a†β =
∑

1

θ1βa
†
1 aα =

∑

1 θα1a1 , (2.6)

to obtain the anti-commutation relation:

{aα, a
†
β} =

∑

12

θα1θ2β{a1, a
†
2} =

∑

1

θα1θ1β = θαβ. (2.7)

Thus, we obtained the result shown in eq.(2.4).

2.3 Examples

To demonstrate the machinery of the formalism, we will work with a two-body wave

function

Ψαβ = Na†αa
†
β|0〉, (2.8)

with the normalization

〈Ψαβ|Ψαβ〉 = 〈0|aαaβa
†
βa

†
α|0〉 = θααθββ − θαβθβα. (2.9)

The normalization, written in terms of overlaps in the right-hand side of eq.(2.9), looks

like a determinant, which in fact it is. By completing all possible Wick contractions,

we generate a determinant of a matrix of overlaps. Generalizing to many-body wave

functions:

|Φ1,...,A〉 = N

A
∏

i=1

a†i |0〉 N = [det (θij)]
−1/2

12



〈Φν1,...,νA|Φµ1,...,µA〉 = [det (θνiνj) det (θµiµj)]
−1/2 det (θνµ) . (2.10)

It has just been shown how the normalization generalizes to a many-body wave

function. Before going further, we would like to include an example on how one can

pick the quantum numbers for the created particles. In this two-body wave function

example, it is desired to have a pair of particles in a certain spin state |SM〉. Now

our wave function looks like

|SM〉 = NS

∑

σ1σ2

CSM
1/2σ1,1/2σ2a

†
1σ1a

†
2σ2|0〉, (2.11)

where the subscripts 1 and 2 refer to the spatial wave functions, ψ1 and ψ2, whatever

they may be, and CJM
j1m1,j2m2 is the notation used for Clebsch-Gordan coefficients. The

overlap of two such functions is

〈S ′M ′|SM〉 = N∗
S′NS

∑

σ1σ2s1s2

CS′M ′

1/2s1,1/2s2C
SM
1/2σ1,1/2σ2〈0|a1s1a2s2a

†
2σ2a

†
1σ1|0〉. (2.12)

Here, the matrix element is equal to

〈0|a1s1a2s2a
†
2σ2a

†
1σ1|0〉 = δσ1s1δσ2s2 − δσ1s2δσ2s1θ12θ21, (2.13)

as always, the single particle overlap is

θ12 =

∫

ψ∗
1(r)ψ2(r)d

3r = θ∗21. (2.14)

To complete the overlap, we must sum up over the spin projections and use the

following symmetry property of the Clebsch-Gordan coefficients:
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CSM
s1m1,s2m2 = (−)s1+s2−SCSM

s2m2,s1m1. (2.15)

Using this property and completing the sum yields

〈S ′M ′|SM〉 = δSS′δMM ′|NS|2[1 + (−)S|θ12|2] (2.16)

|NS|2 =
1

1 + (−)S|θ12|2
. (2.17)

One immediately notices the possibility that the denominator of the normalization

vanishes for S = 1 and θ12 = 1. This is because this state is forbidden by Fermi statis-

tics. The triplet spin state means parallel spins (and, to be complete, the symmetric

combination of paired spins), and θ12 = 1 means the two spatial wave functions are

identical, most likely caused by them being at the same point in space. These two

things happening simultaneously we know is forbidden by Fermi statistics. This will

be further developed after we discuss expectation values.

Now that we have a normalized wave function, we can compute expectation values.

Here, we go through the computation of the expectation value of a one-body operator,

such as kinetic energy (which is diagonal in spin, which makes the example simpler).

The form of our spin-independent one-body operator is:

Ô(1) =

∫

∑

σ

a†σ(r)O(1)aσ(r)d3r, (2.18)

where O (sans caret) is the “operational” part of the operator (e.g., for the x position

operator, this would be x), whereas Ô(1) is the full second-quantized form of the

operator. The the single-particle operators correspond to the localized states so that:

〈0|aσ(r)a†1σ1|0〉 = δσσ1

∫

δ(r − x)ψ1(x)d3x = δσσ1ψ1(r). (2.19)
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For our two-body system, eq.(2.11), we have

〈SM |O(1)|SM〉 = |NS|2
∑

σσ1σ2s1s2

∫

〈0|a1s1a2s2a
†
σO

(1)aσa
†
2σ2a

†
1σ1|0〉d3r. (2.20)

After one computes all sums and Wick contractions, one obtains four terms:

〈SM |O(1)|SM〉 = |NS|2
∫

{ψ∗
1(r)O

(1)ψ1(r) + ψ∗
2(r)O

(1)ψ2(r)

+(−)S[θ∗12ψ
∗
1(r)O

(1)ψ2(r) + θ12ψ
∗
2(r)O

(1)ψ1(r)]}d3r. (2.21)

If Ô(1)had been the kinetic energy operator, the result would have been the kinetic

energy of the single particles 1 and 2, plus (or minus) the kinetic energy of the overlap

between the two orbitals.

We now turn our attention to two-body operators. The form of a spatial two-body

operator is

Ô(2) =
1

2

∫∫

∑

σσ′

a†σ(r)a†σ′(r
′)O(2)(r, r′)aσ′(r′)aσ(r)d3r d3r′. (2.22)

We find expectation values in the same way as before: we sandwich the operator by

the wave function and perform all possible contractions. In this example, there are

actually fewer possibilities with the two-body operator, though this is not usually the

case in larger systems. There are actually four terms, but symmetry and the factor 1
2

from eq.(2.22) allows us to write the expectation value as

〈SM |O(2)|SM〉 = |NS|2
∫∫

[ψ∗
2(r

′)ψ∗
1(r)O

(2)ψ1(r)ψ2((r
′))

+(−)Sψ∗
2(r

′)ψ∗
1(r)O

(2)ψ2(r)ψ1(r
′)]d3rd3r′. (2.23)

The first term is the direct term, and the second the exchange term.

We will now go through another example to demonstrate how the singularity in

the denominator of the normalization (eq.(2.16)) is removed. Consider a two particle
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system where the particles are identical and have parallel spins (for simplicity, we

will work in 1-dimension). The wave function of the second particle, ψ2 is the same

as the first particle, only displaced by some distance d (i.e., ψ2 = ψ1(x − d)). The

normalization is eq.(2.16) with S = 1. We take a closer look at the overlap, θ12,

θ12 =

∫

ψ∗
1(x)ψ1(x− d)dx = θ12(d). (2.24)

The overlap is a function of the distance d. Expanding the overlap in a Maclaurin

series about d = 0, we obtain

θ12(d) = θ12(0) + θ′12(0)d+ θ′′12(0)
d2

2
+ . . . , (2.25)

= 1 + θ′′12(0)
d2

2
+ . . . . (2.26)

In moving from the first line to the second, we used the fact that θ12 is at a maximum

at d = 0, which allows us to eliminate the term proportional to its first derivative.

The normalization is now, to lowest order,

|NS|2 =
1

d2θ′′12(0)
. (2.27)

We now would like to find the expectation value of the kinetic energy, T . We know

from the general formula, eq.(2.21), that there are four terms. The first two are the

diagonal matrix elements of the two particles, and are equal, since the kinetic energy

does not depend on translation of the origin:

∫

ψ∗
1(x)T̂ψ1(x)dx =

∫

ψ∗
1(x− d)T̂ ψ1(x− d)dx = T0. (2.28)

The cross terms are also equal to one another:

∫

ψ∗
1(x)T̂ψ1(x− d)dx =

∫

ψ∗
1(x− d)T̂ ψ1(x)dx = t0(d). (2.29)
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The result of the cross terms is called t0(d) because at d = 0, t0 = T0. As with the

overlap, we then expand t0(d):

t0(d) = t0(0) + t′0(0)d+ t′′0(0)
d2

2
(2.30)

= T0 + t′′0(0)
d2

2
. (2.31)

Once again, we have used the fact that t0(d) has a maximum at d = 0 to remove the

first derivative term. Plugging in the known terms into eq.(2.21), we have

〈T 〉 =
2T0 − 2θ12(d)t0(d)

1 − θ12(d)2
. (2.32)

Plugging in the expansions of θ12(d) and t0(d), we have

〈T 〉 = 2
T0 − [T0 + d2 (T0θ

′′
12(0) + t′′0(0)) /2]

d2θ′′12(0)
. (2.33)

Simplifying, we find that any dependence on d disappears, and we obtain a finite

result:

〈T 〉 = 2
(T0θ

′′
12(0) + t′′0(d)) d

2/2

d2θ′′12(0)
= T0 +

t′′0(0)

θ′′12(0)
. (2.34)

Here we see that the kinetic energy is increased when one moves the two particles

together. This is expected, as one of the two particles must be promoted to a higher

energy level in order to satisfy the Pauli Principle.

Thus, the possibility of having zero in the denominator of a normalization is not

a problem of the theory. In fact, it will appear again many times throughout this

work; it is just how the theory accounts for Fermi statistics. We now turn to another

general part of the formalism, the method of projection into good states of angular

momentum.
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2.4 Angular momentum projection

J

Figure 2.1: Here is a diagram of a two-particle wave function that has been rotated
by an angle ϑ. In order to project into a state of good angular momentum, one must
find the overlap of these two wave functions and use a projection operator to pick the
desired angular momentum quantum numbers.

As our wave function is currently written, it is not in a state of good angular

momentum. Here, we will outline the method used to project the wave function into

states of good angular momentum. The basic approach is to always calculate overlaps

between a wave function and another wave function which has been rotated by some

angle and then using a projection technique to pick out the desired quantum numbers

(illustrated in Figure 2.1). The general procedure is in many texts, for example [39].

The general formula for axially symmetric systems is:

〈ΨJM |H|ΨJM 〉 =

∫

dJ
KK(ϑ)〈ψ| exp

(

ıϑĴy

)

H|ψ〉d cosϑ

∫

dJ
KK(ϑ)〈ψ| exp

(

ıϑĴy

)

|ψ〉d cosϑ
, (2.35)

where eıϑĴy denotes a rotation about the y-axis, and dJ
KK is an element of the reduced

rotation matrix that picks out the particular state of interest. It has total spin J and

projection M = K, K being the projection of angular momentum along the body-
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fixed axis. In this convention, the body-symmetry axis is taken to be the z-axis. These

matrix elements of finite rotation can be found in any book on angular momentum

such as [40].

In the case of 6He, the formula simplifies. In the model presented in detail in the

next chapter, all spins are coupled to singlets, and thus the only effect of the rotation

operator is to rotate the single-particle spatial wave functions, and the projection

operator essentially picks an orbital momentum which is then equal to the total

angular momentum, and selects the parity of the state [π = (−)ℓ]. We select the

projection of angular momentum equal to zero, which simplifies the rotation matrix

elements, dJ
00(ϑ) = PJ(cosϑ), where PJ(cosϑ) is the Jth Legendre polynomial. As will

be presented in section 3.2, 6Li is more complicated. Lithium-6 has a ground state

with J = 1, which in our model comes from the spin of the deuteron. There are now

two contributions to the total spin, one from orbital angular and the other from spin,

so there is no simplification of eq.(2.35) in the case of 6Li.

Even though we often work with non-orthogonal orbitals, wave functions of dif-

ferent angular momentum remain orthogonal. We demonstrate this in the following

derivation, considering two 6He wave functions with different projections of angular

momentum.

〈ΨLM |ΨL′M ′〉 = 〈
∫

DL
M0(ℜ)Ψ(ℜ̂r)dℜ|

∫

DL′

M ′0(ℜ′)Ψ(ℜ̂′r)dℜ′〉, (2.36)

where DJ
MK is the Wigner rotation matrix element, and ℜ̂ is the rotation operator.

We can re-write eq.(2.36) into

=

∫∫

DL∗
M0(ℜ)DL′

M ′0(ℜ′)〈Ψ(ℜ̂r)|Ψ(ℜ̂′r)〉dℜ′dℜ. (2.37)

Now we move the rotation operators around in the matrix element by multiplying
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through by the inverse rotation, ℜ−1:

〈Ψ(ℜ̂r)|Ψ(ℜ̂′r)〉 = 〈Ψ(r)|Ψ(ℜ̂−1ℜ̂′r)〉. (2.38)

Let ℜ′′ = ℜ−1ℜ′, and therefore ℜ′ = ℜℜ′′. Returning to the full expression, we have

=

∫∫

DL∗
M0(ℜ)DL′

M ′0(ℜℜ′′)〈Ψ(r)|Ψ(ℜ̂′′r)〉dℜdℜ′′. (2.39)

We rewrite the second D-function

DL′

M ′0(ℜℜ′′) =
∑

µ

DL′

M ′µ(ℜ)DL′

µ0(ℜ′′), (2.40)

and substitute this result into the full expression, and then integrate over ℜ, which

generates the required result:

=
8π2

2L+ 1
δL′LδM ′M

∫

〈Ψ(r)|Ψ(ℜ̂′′r)〉DL
M0(ℜ′′)dℜ′′. (2.41)

Now it is clear that wave functions of differing angular momenta are orthogonal, and

that the projection process comes down to the integration over one rotation (which

for axially symmetric systems further simplifies to one angle). More details about

the projection process will be shown in chapter 4 with specific single-particle wave

functions.

This concludes the chapter on the formalism used in the present work. In the next

chapter, we apply the formalism to the two nuclei of interest in a general way. We

sketch out the framework of the calculations, starting with the wave functions and

going through the calculations of general operators. This sets up the next chapter,

where we delve into detailed calculations with a specific choice of single-particle basis

functions.
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Chapter 3

Skeletons of the Six-particle

Systems

3.1 Helium-6

3.1.1 Alpha-dineutron configuration

We apply the formalism now to 6He. We will first work with the alpha-dineutron

configuration, which is a two-center model (see Figure 3.1).

Since this particular configuration has two centers, there will be some broad sim-

ilarities with the two-particle example of the previous section. The wave function

is

|Ψ〉 = Na†pa
†
−pa

†
1a

†
−1a

†
2a

†
−2|0〉, (3.1)

where the subscript p indicates protons, and the remaining particles are neutrons. The

minus signs indicate spin projection, and particles with subscript 1 are the neutrons

in the alpha particle, while those with subscript 2 are the dineutron. Next, the wave
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Figure 3.1: Helium-6 as an alpha particle plus dineutron. The dineutron is constructed
as a spin singlet, and the parameter d describes the distance between the two centers.

function is normalized:

〈Ψ|Ψ〉 = 〈0|a−2a2a−1a1a−papa
†
pa

†
−pa

†
1a

†
−1a

†
2a

†
−2|0〉 = θ2

α

(

θαθd − θ2
12

)2
, (3.2)

θ12 is defined as in (2.14). θα and θd are also overlaps, but with particles at the same

center, which in many cases is one. We keep the overlap notation, however, because

for many of the calculations it is not equal to one, due to the process of projection

into states of good angular momentum.

The normalization has now been obtained

|N |2 =
1

θ2
α (θαθd − θ2

12)
2 . (3.3)

The initial θ2
α factor in the denominator comes from the protons, while the remaining

expression comes from the neutrons. The neutron part looks like (2.16) with S = 1.

The triplet spin occurs because the particles at the different centers may have parallel

spins (e.g., there is a spin-up neutron in the alpha and in the dineutron), but they

are singlets with respect to their own centers, and the triplets are coupled together
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to make an overall spin of zero for the 6He nucleus. Another interesting feature of

the normalization, is that it could be zero if θ2
12 = θαθd. This would be the case, for

example, if the two centers came together, and the single-particle wave functions of the

external neutrons were not radically different from those in the alpha particle. Then,

as the two centers coincide, the overlaps become the same, and the denominator of

the normalization becomes zero(see the discussion in the example following eq.(2.23)).

This is because when the two centers are in the same place, four identical spin-1/2

fermions are at the same spatial location, which is forbidden by the Pauli principle.

This is a very important feature of the theory, and will be discussed further during

the calculation of observables.

One-body operators

Now that the wave function is properly normalized, we can calculate expectation val-

ues. We will first go through a one-body operator, of which there are many examples

(kinetic energy, mean-square radius, quadrupole moment, etc.). The matrix element

we must evaluate is:

〈O(1)〉 =

∫

∑

σ

〈0|a−2a2a−1a1a−papa
†
σaσa

†
pa

†
−pa

†
1a

†
−1a

†
2a

†
−2|0〉d3r (3.4)

As with the 2-particle-example, there are four terms: terms centered at the alpha,

terms centered at the dineutron, and two kinds of overlap terms (which for most

operators are identical, but we will keep them separate here). The terms are:

〈O(1)〉p = 〈α|O(1)|α〉2θα

(

θαθd − θ2
12

)2
,

〈O(1)〉n = 〈α|O(1)|α〉2θ2
α

(

θαθ
2
d − θ2

12θαθd

)

,

〈O(1)〉α = 〈α|O(1)|α〉2θα

(

2θ2
αθ

2
d + θ4

12 − 3θ2
αθ

2
12θd

)

, (3.5)
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where the first two lines in eq.(3.5) are the proton and neutron parts, respectively,

of the contribution from the alpha particle. The matrix element in the beginning of

each term is the normal expectation value of the operator:

〈α|O(1)|α〉 =

∫

ψ∗
α(r)Ô(1)ψα(r)d3r. (3.6)

The shorthand used throughout this work for these matrix elements is |α〉 denotes

a wave function centered at the alpha (which assumes that all four particles have

the same spatial wave functions), and |d〉 denotes a wave function centered at the

dineutron. The collection of overlaps that follows the matrix element are the remaining

parts of the wave function that are not involved in the normalization. Thus, the matrix

element from the protons in the alpha particle will be followed by overlaps involving

neutrons. Continuing with the rest of the terms,

〈O(1)〉d = 〈d|O(1)|d〉2θ3
α

(

θαθd − θ2
12

)

, (3.7)

〈O(1)〉αd = 〈α|O(1)|d〉2θ2
α

(

θ3
12 − θ12θαθd

)

, (3.8)

〈O(1)〉dα = 〈d|O(1)|α〉2θ2
α

(

θ3
12 − θ12θαθd

)

. (3.9)

These terms are then summed together and multiplied by the normalization. As

mentioned before, when the centers come together, the norm develops a singularity

in the denominator. If one looks at the one-body terms (eq.(3.5) and following), if

the centers coincide, then the overlaps become equal, and each term is zero. Thus,

the singularity in the denominator will be removed by the zero in the numerator,

generating physical results. More concrete evidence of this will be shown in the next

chapter.

24



Two-body operators

We now turn our attention to two-body operators. As with the one-body operators,

we sandwich the operator by the wave function, and perform all Wick contractions

to find its expectation value. What will be shown here is the sum of all terms for

a given geometric configuration, i.e., unlike in (3.5), only the last line will appear,

and there will not be separate entries for proton and neutron contributions. This

is not to say that two-body operators cannot distinguish protons and neutrons, but

for brevity, only the total contribution from each geometrical matrix element will be

given. For operators that are sensitive to isospin, the form of their expectation values

will be given in the section that discusses that individual operator. Before listing all

the terms, please note the following convention for the order of integration variables

in the individual matrix elements:

〈12|O|34〉 = 〈ψ1(x1)ψ2(x2)|O|ψ3(x2)ψ4(x1)〉. (3.10)
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Now, the list of the terms resulting from the calculation of the expectation value of

a two-body operator:

〈O(2)〉α = 〈αα|O(2)|αα〉
(

6θ2
αθ

2
d + θ4

12 − 6θ2
12θαθd

)

, (3.11)

〈O(2)〉α2d2 = 〈dα|O(2)|αd〉
(

8θ3
αθd − 6θ2

αθ
2
12

)

, (3.12)

〈O(2)〉αααd = 〈αα|O(2)|αd〉2
(

2θ3
12θα − 3θ2

αθ12θd

)

, (3.13)

〈O(2)〉dααα = 〈dα|O(2)|αα〉2
(

2θ3
12θα − 3θ2

αθ12θd

)

, (3.14)

〈O(2)〉dddα = −〈dd|O(2)|dα〉2θ3
αθ12, (3.15)

〈O(2)〉αddd = −〈αd|O(2)|dd〉2θ3
αθ12, (3.16)

〈O(2)〉αdαd = 〈αα|O(2)|dd〉θ2
αθ

2
12, (3.17)

〈O(2)〉dαdα = 〈dd|O(2)|αα〉θ2
αθ

2
12, (3.18)

〈O(2)〉αddα = 〈dα|O(2)|dα〉2
(

2θ2
αθ

2
12 − θ3

αθd

)

, (3.19)

〈O(2)〉d = 〈dd|O(2)|dd〉θ4
α. (3.20)

These are summed together and multiplied by the norm, just as in the case for one-

body operators. Once again, a zero divided by zero situation resolves itself amicably,

which will be seen in more detail in the next chapter.

This completes the necessary formal calculations for the α-dineutron configuration

of 6He. All operators here were assumed to be spin-singlet operators. Due to the choice

of wave function for 6He, no operators that affect spin (e.g., L · S) have non-zero

expectation values.

3.1.2 Cigar configuration

The other extreme in picturing an alpha particle plus two additional valence particles

is a particle-alpha-particle chain, colloquially referred to as the cigar configuration

(pictured in Figure 3.2). The cigar configuration has a higher degree of symmetry

than the alpha dineutron configuration (D∞h vs. C∞v in Schoenflies point group
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Figure 3.2: Helium-6 pictured in the cigar configuration, which is a neutron-alpha-
neutron chain. The external neutrons are constructed as a spin singlet, and the pa-
rameter d describes the distance between the central alpha and the external neutrons
(they are equidistant from the alpha).

theory parlance), which will have important consequences that shall be seen in the

results chapter.

The wave function in the cigar configuration is

|Ψ〉 = Na†pa
†
−pa

†
1a

†
−1

∑

m

(−)1/2−ma†ma
†
−m|0〉. (3.21)

The main difference between this wave function and eq.(3.1) is the sum over the

spin projections of the external neutrons. Formally, this should have been done in

the previous configuration, but since the neutrons in that wave function are located

at the same spatial point, the only thing accomplished by summing over the spin

projections is the quadrupling of the number of terms. Here, with the neutrons at

different locations, the sum introduces important correlations that preserve the higher
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symmetry of the cigar configuration. The normalization is

〈Ψ|Ψ〉 = N2
∑

mm′

〈0|a−m′am′a−1a1a−papa
†
pa

†
−pa

†
1a

†
−1a

†
ma

†
−m|0〉

= N22θ2
α

[

θ2
α

(

θ2
n + θ2

±

)

+ 2θ4
12 − 2θ2

12θα (θn + θ±)
]

, (3.22)

N2 =
1

2θ2
α [θ2

α (θ2
n + θ2

±) + 2θ4
12 − 2θ2

12θα (θn + θ±)]
. (3.23)

As before, the normalization is a collection of terms involving various overlaps. θα

remains the overlap inside the alpha particle, θn is the overlap of an external neutron

with itself, θ12 is the overlap between the alpha particle and an external neutron, and

θ± is defined below:

θ± = 〈±|∓〉 =

∫

φ∗
+(r)φ−(r)d3r. (3.24)

φ+/− is a wave function centered at the right(+) or left(-) side of the alpha particle,

so this term is an exchange term introduced by the sum over spin projections in

eq.(3.21). Once again, if all of the particles are brought to the same point where all

overlaps become equal, the denominator will go to zero, because there will be four

s-wave neutrons at the same point (if the alpha and dineutron wave functions are

identical).

The calculation of matrix elements proceeds in a similar way to the previous

configuration. Here we list the terms for one-body and two-body operators. First, the

one-body terms:

〈O(1)〉α = 〈α|O(1)|α〉2θα

(

2θ2
α

(

θ2
n + θ2

±

)

+ 2θ4
12 − 3θ2

12θα (θn + θ±)
)

(3.25)

〈O(1)〉n = 〈±|O(1)|±〉2θα

(

θαθn − θ2
12

)

(3.26)

〈O(1)〉± = 〈±|O(1)|∓〉2θα

(

θαθ± − θ2
12

)

(3.27)

〈O(1)〉α± = 〈α|O(1)|±〉2θ2
α

(

2θ3
12 − θ12θα (θn + θ±)

)

(3.28)

〈O(1)〉±α = 〈±|O(1)|α〉2θ2
α

(

2θ3
12 − θ12θα (θn + θ±)

)

. (3.29)
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It should be noted that in all of the terms above, ± can be flipped to ∓ in all places

in the matrix element without changing the result. If all overlaps become equal, each

term becomes equal to zero.

Here is the list of terms involving a general, spin-singlet, two-body operator in the

cigar configuration of 6He:

〈O(2)〉α = 〈αα|O(2)|αα〉
(

6θ2
α

(

θ2
n + θ2

±

)

+ 2θ4
12 − 6θ2

12θα (θn + θ±)
)

, (3.30)

〈O(2)〉α2±2 = 〈±α|O(2)|α±〉2θ2
α

(

4θαθn − 3θ2
12

)

, (3.31)

〈O(2)〉α2±∓ = 〈±α|O(2)|α∓〉2θ2
α

(

4θαθ± − 3θ2
12

)

, (3.32)

〈O(2)〉ααα± = 〈αα|O(2)|α±〉2θαθ12

(

4θ2
12 − 3θα (θn + θ±)

)

, (3.33)

〈O(2)〉±ααα = 〈±α|O(2)|αα〉2θαθ12

(

4θ2
12 − 3θα (θn + θ±)

)

, (3.34)

〈O(2)〉±2∓α = −〈± ∓ |O(2)| ∓ α〉2θ3
αθ12, (3.35)

〈O(2)〉α∓±2 = −〈α± |O(2)| ± ∓〉2θ3
αθ12, (3.36)

〈O(2)〉±∓±α = −〈± ∓ |O(2)| ± α〉2θ3
αθ12, (3.37)

〈O(2)〉α±±∓ = −〈α± |O(2)| ∓ ±〉2θ3
αθ12, (3.38)

〈O(2)〉α±α∓ = 〈αα|O(2)| ± ∓〉2θ2
αθ

2
12, (3.39)

〈O(2)〉±∓αα = 〈± ∓ |O(2)|αα〉2θ2
αθ

2
12, (3.40)

〈O(2)〉α±±α = 〈α± |O(2)|α±〉2θ2
α

(

2θ2
12 − θαθn

)

, (3.41)

〈O(2)〉α±∓α = 〈α± |O(2)|α∓〉2θ2
α

(

2θ2
12 − θαθ±

)

, (3.42)

〈O(2)〉+2−2 = 〈+ − |O(2)| − +〉θ4
α, (3.43)

〈O(2)〉+−−+ = 〈+ − |O(2)| + −〉θ4
α. (3.44)

As before, when all overlaps are equal, the terms sum to zero. Also, if one takes the

limit where the cigar configuration becomes the alpha-dineutron (i.e., +,-→ d and

θn, θ± → θd), the previous terms become the list of terms for the alpha-dineutron

configuration.
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With these matrix elements, one can calculate many properties of the cigar con-

figuration of 6He. We will now move on to the next section which will discuss the

interference of these two configurations.

3.1.3 Interference term

The overall composition of 6He is a mixture of the two previously mentioned non-

orthogonal configurations. That is,

|Ψ〉 = c1|ψ1〉 + c2|ψ2〉, (3.45)

where ψ1 is the alpha-dineutron wave function, ψ2 is the cigar configuration wave

function, and c1 and c2 are weighting coefficients. There are many such systems in

nature, systems which have a potential with multiple minima, thus allowing a mixture

of configurations. One of the simplest example is the ammonia molecule, NH3. Its

trigonal pyramidal inverts, something which can be measured in the microwave region

( [41–43]). Helium-6 is a more complex mixture, and part of our goal is to determine

c1 and c2. In order to do this, we must solve the following eigenvalue problem:







〈ψ1|H|ψ1〉 〈ψ1|H|ψ2〉

〈ψ2|H|ψ1〉 〈ψ2|H|ψ2〉







(

c1
c2

)

= E







1 〈ψ1|ψ2〉

〈ψ2|ψ1〉 1







(

c1
c2

)

. (3.46)

The normalization is

c21 + c22 + 2c1c2〈ψ1|ψ2〉 = 1. (3.47)

In eq.(3.46), Ĥ is the Hamiltonian operator, E is the energy which will also be de-

termined by solving this equation, 〈ψ1|ψ2〉 is the overlap of the two configurations,

and 〈ψ1|H|ψ2〉 is the off-diagonal matrix element of the Hamiltonian between the

two configurations. We need to determine two of these quantities: the overlap of the
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configurations and the Hamiltonian between the two configurations.

First, we need to represent both systems in the same coordinate system. This is

not trivial, as the center-of-mass of the two systems is not at the same point. Figure

3.3 illustrates the two configurations. The center-of-mass of the cigar system is in the

alpha particle, whereas in the alpha-dineutron it is between the alpha and dineutron.

In calculations such as the mean-square radius, the location of the center-of-mass is

very important, and we must make sure that each configuration is properly referenced

from the center-of-mass.

Figure 3.3: The two configurations of Helium-6 pictured together. The alpha-
dineutron components are filled with diagonal stripes, the cigar configuration com-
ponents are open circles and are labeled in italic script. In the figure, the distance
between the alpha and the dineutron is the same as the distance across the entire
cigar configuration.

Now that we are oriented, we will compute the overlap of the two configurations:

〈ψ1|ψ2〉 = N1N2〈0|a−2a2a−1a1a−papa
†
p′a

†
−p′a

†
1′a

†
−1′a

†
+a

†
−|0〉. (3.48)

The primes on the labels of the creation operators indicate that these are particles

located at a different location, while the plus and minus labels retain the meaning
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from before ((3.24)). It is not necessary to sum over spin projections here, as in

(3.21), as the neutrons in the bra are at the same spatial location, so the sum over

the projections in the ket does not introduce any new information. After one contracts

all the operators in the above equation, one obtains:

〈ψ1|ψ2〉 =

√
2 [θ4

ααθd+θd− + θ2
dαθα+θθ− − θ3

ααθdα (θd+θα− + θd−θα+)]
√

θ2
α (θαθd − θ2

12)
2
θ2

α′ [θ2
α′ (θ2

n + θ2
±) + 2θ4

12′ − 2θ12′θα′ (θn + θ±)]
. (3.49)

The overlaps in the numerator of eq.(3.49)are new overlaps between the two configu-

rations, while the ones in the denominator are the overlaps from the normalizations

of the individual configurations, eq.(3.23) and eq.(3.3). The new overlaps are (primes

always refer to cigar wave function coordinates):

θαα = 〈α|α′〉, (3.50)

θd+ = 〈d|+〉, (3.51)

θd− = 〈d|−〉, (3.52)

θdα = 〈d|α′〉, (3.53)

θα+ = 〈α|+〉, (3.54)

θα− = 〈α|−〉. (3.55)

With these overlaps, we can calculate the overlap of the two configurations (eq.(3.49)).

They also appear in the terms resulting from the calculation of expectation values,

which is shown next.

In order to calculate the expectation value of the Hamiltonian, we need the expec-

tation values of one-body and two-body operators. The procedure is exactly the same
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as was shown before, so now we list only the results. First, the one-body operators:

〈O(1)〉αα = 〈α|O(1)|α′〉

×
(

θ3
ααθd+θd− + 2θααθα+θα−θ

2
dα − 3θ2

ααθdα (θd+θα− + θd−θα+)
)

,(3.56)

〈O(1)〉d+ = 〈d|O(1)|+〉θ3
αα (θααθd− − θdαθα−) , (3.57)

〈O(1)〉d− = 〈d|O(1)|−〉θ3
αα (θααθd+ − θdαθα+) , (3.58)

〈O(1)〉dα = 〈d|O(1)|α′〉θ2
αα (2θα+θα−θdα − θαα (θd+θα− + θd−θα+)) , (3.59)

〈O(1)〉α+ = 〈α|O(1)|+〉θ2
ααθdα (θα−θdα − θααθd−) , (3.60)

〈O(1)〉α− = 〈α|O(1)|−〉θ2
ααθdα (θα+θdα − θααθd+) . (3.61)

As before, these terms are summed together, then divided by a normalization factor,

which in this case is the denominator of eq.(3.49). Now, we proceed with the two-body

33



operators:

〈O(2)〉α = 〈αα|O(2)|α′α′〉
[

6θ2
ααθd+θd− + θ2

dαθα+θα− − 3θααθdα (θd+θα− + θd−θα+)
]

, (3.62)

〈O(2)〉α2d+ = 〈αd|O(2)| + α′〉θ2
αα (4θααθd− − 3θdαθα−) , (3.63)

〈O(2)〉α2d− = 〈αd|O(2)| − α′〉θ2
αα (4θααθd+ − 3θdαθα+) , (3.64)

〈O(2)〉ααα+ = 〈αα|O(2)|α′+〉
(

2θααθα−θ
2
dα − 3θ2

ααθdαθd−

)

, (3.65)

〈O(2)〉ααα− = 〈αα|O(2)|α′−〉
(

2θααθα+θ
2
dα − 3θ2

ααθdαθd+

)

, (3.66)

〈O(2)〉dααα = 〈dα′|O(2)|α′α′〉θαα [4θdαθα−θα+ − 3θαα (θα+θd− + θα−θd+)] ,(3.67)

〈O(2)〉d+d− = 〈dd|O(2)| + −〉θ4
αα, (3.68)

〈O(2)〉d+dα = −〈dd|O(2)|α′+〉θ3
ααθα−, (3.69)

〈O(2)〉d−dα = −〈dd|O(2)|α′−〉θ3
ααθα+, (3.70)

〈O(2)〉d+α− = −〈dα|O(2)| − +〉θ3
ααθdα, (3.71)

〈O(2)〉d−α+ = −〈dα|O(2)| + −〉θ3
ααθdα, (3.72)

〈O(2)〉α+dα = 〈dα|O(2)| + α′〉θ2
αα (2θdαθα− − θααθd−) , (3.73)

〈O(2)〉α−dα = 〈dα|O(2)| + α′〉θ2
αα (2θdαθα+ − θααθd+) , (3.74)

〈O(2)〉α+α− = 〈αα|O(2)| + −〉θ2
ααθ

2
dα, (3.75)

〈O(2)〉dαdα = 〈dd|O(2)|α′α′〉θ2
ααθα+θα−. (3.76)

As always, these terms are collected and summed, and divided by the normalization.

With these operators, we can complete the calculation of the expectation value of

the Hamiltonian, and thus we can find the minimum energy with eq.(3.46). With the

value of E, we can find an expression for c1 in terms of c2:

c1 = −H12 − E〈ψ1|ψ2〉
H11 − E

c2, (3.77)

where H12 = 〈ψ1|H|ψ2〉. This value for c1 is then substituted into eq.(3.47). It should
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be noted that when dealing with off-diagonal matrix elements such as 〈ψ1|ψ2〉, the

overall sign is arbitrary, so in eq.(3.46), 〈ψ1|H|ψ2〉 and 〈ψ1|ψ2〉 have an arbitrary sign

(though once one is chosen for one of these, it determines the sign of the other). How

the choice of sign is made is discussed in the next chapter. Once c1 and c2 have been

determined, the expectation value of any other operator (an observable not in the

Hamiltonian) can be computed:

〈O〉 = c21〈ψ1|O|ψ1〉 + c22〈ψ2|O|ψ2〉 + c1c2 (〈ψ1|O|ψ〉 + 〈ψ2|O|ψ1〉) . (3.78)

We now have completed the discussion of the basic formalism behind the 6He

calculations. The calculation with a specific choice of single-particle wave function

will be discussed in the following chapter. We now move on to the discussion of the

other nucleus of interest, 6Li.

3.2 Lithium-6

The other main subject of this work, 6Li, composes 7.5% of natural lithium [44]. As

mentioned before, it is well studied experimentally. We study it here because it is

the beta-decay product of 6He and is also a difficult test of structure theories. Before

going into the two configurations of 6Li, we will discuss the projection into good states

of angular momentum for 6Li, as it is the same for both configurations.

As mentioned in section 2.4, 6Li has a ground state spin equal to one, which, in

our model, comes from the deuteron spin. In this case, we must use the full general

formula, eq.(2.35). When we rotate the 6Li wave function, we have not only the spatial

rotation, as in 6He, but also the rotation of the spin part of the wave function. In the

case of 6Li, this means rotating a spin one object. The d-matrices for spin-one objects

can be found in [40]. We can re-write eq.(2.35) to show the effect of the spin-rotation
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explicitly:

〈ΨJM |H|ΨJM 〉 =

∫

dJ
KK(ϑ)〈φ| exp

(

ıϑĴy

)

H|φ〉d1
kk(ϑ)d cosϑ

∫

dJ
KK(ϑ)〈φ| exp

(

ıϑĴy

)

|φ〉d1
kk(ϑ)d cosϑ

, (3.79)

where φ is the spatial wave function, and the d1
kk is the factor that comes from rotating

the spin wave function. Since this projection does not have a definite parity, unlike in

6He, we also must project into the desired parity of the state (in 6Li’s case, positive).

The parity projection operator is:

|Ψ; Jπ〉 =
1 ± P̂ r

2
|Ψ; J〉, (3.80)

where P̂ r is the parity operator which inverts the coordinates of Ψ through the origin.

The parity can be positive or negative, whichever is desired determines which sign is

chosen in eq.(3.80). Now we have the method of choosing specific Jπ states in 6Li,

and can move on to the discussion of the specific configurations.

3.2.1 Alpha-deuteron configuration

The spatial picture of this system is the same as in Figure 3.1. The wave function is

|Ψ〉 = Na†pa
†
−pa

†
1a

†
−1a

†
pda

†
nd|0〉, (3.81)

where the designations for the alpha particle are the same as in eq.(3.3), a†pd creates

the proton in the deuteron, and a†nd creates the neutron in the external deuteron. The

deuteron, and hence 6Li, has spin=1. For convenience, we take the spins of the external

proton and neutron parallel and in the “up” projection. The normalization expression

for 6Li turns out to be the same as in 6He, (eq.(3.3)). In fact, the expressions for all

the spin- and charge-independent operators are identical to the case of helium, and

will not be repeated here. Operators that are sensitive to charge will see a difference,
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but for spin- and isospin-independent operators, the results in all configurations of 6Li

match the corresponding case in 6He. For operators sensitive to isospin, those results

will be given in the next chapter in the details about particular operators. We turn

now to the case of spin-dependent operators in the alpha-deuteron configuration.

Unfortunately, spin-dependent operators are difficult to treat generally, so we will

work with the two specific ones of interest for our calculations, the first one being the

spin-orbit operator, L · S.

The spin-orbit operator is

L · S = LxSx + LySy + LzSz =
1

2
(L+S− + L−S+) + LzSz, (3.82)

where in the term on the far right we re-wrote the expression to be in terms of

the spherical generators of the rotation group. L± and S± are raising and lowering

operators for orbital angular momentum and spin angular momentum. They raise (or

lower) the projection of the relevant angular momentum on the chosen quantization

axis. L± has a spatial definition and will be dealt with in the next chapter. All that

needs to be mentioned now is that for all of our calculations, 〈L−〉 = −〈L+〉, therefore

all expressions in this chapter will be shown in terms of 〈L+〉. This is because the

rotation that generates the angular momentum is about the y-axis, thus only Ly is

non-vanishing.

The Byzantine inner workings of spin and rotation

Before going into the machinery of the operator, we need to look at the effects of

rotation on the spin part of the wave function. Since this operator affects spin, the

effect of the angular momentum projection process needs to be taken into account.

Protons and neutrons are spin-1/2 particles, and thus obey the following rotation law:

ℜ̂y|
1

2
m〉 =

∑

m′

d
1/2
m′m(ϑ)|1

2
m′〉. (3.83)
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The d
1/2
m′m(ϑ) matrix is fairly simple:

d
1/2
m′m(ϑ) =







cos ϑ
2

− sin ϑ
2

sin ϑ
2

cos ϑ
2






. (3.84)

For example, if we rotate a pair of particles with parallel spins pointing “up” (i.e., in

the spin state |SM〉 = |11〉), we get the following expression:

ℜ̂a†+b†+|0〉 =

(

cos
ϑ

2
a†+ + sin

ϑ

2
a†−

)(

cos
ϑ

2
b†+ + sin

ϑ

2
b†−

)

|0〉, (3.85)

where the + and - denote the spin projection of the particle. Collecting and simpli-

fying, we obtain:

=

(

cos2 ϑ

2
a†+b

†
+ + sin2 ϑ

2
a†−b

†
− +

sinϑ

2

(

a†−b
†
+ + a†+b

†
−

)

)

|0〉. (3.86)

Using the following relation,

| + −〉 =
1√
2

(|10〉 + |00〉) (3.87)

| − +〉 =
1√
2

(|10〉 − |00〉) , (3.88)

we can re-write the result in terms of spinors:

ℜ̂|11〉 = cos2 ϑ

2
|11〉 +

sinϑ√
2
|10〉 + sin2 ϑ

2
|1 − 1〉. (3.89)

Now that we have these relations, we can move on to the detailed effects of the

operator.

The L · S operator appears in a two-body potential, so we examine how the op-

erator operates on pairs of particles. We are looking at matrix elements of the kind:

〈VLS〉 =
1

2
〈αβ;SM |V (r)(L−S+ + L+S−)|δγ;S ′M ′〉, (3.90)
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Table 3.1: This table shows the results of the spin raising and lowering operator acting
between any combination of spin-1 states in terms of the rotation angle, ϑ, and the
potential and orbital angular momentum operators, V L±.

|11〉 |10〉 |1 − 1〉
〈11| − sinϑ〈V L+〉 − cosϑ〈V L+〉 sinϑ〈V L+〉
〈10| cosϑ〈V L+〉 − sinϑ〈V L+〉 − cosϑ〈V L+〉

〈1 − 1| sinϑ〈V L+〉 cosϑ〈V L+〉 − sinϑ〈V L+〉

where α, β, γ and δ are spatial wave functions, V (r) is some spatial form-factor of the

potential, and S, S ′,M , andM ′ are the spin quantum numbers of the pair of particles.

Focusing now on the S± operators, they have the following effect:

〈1M |S±|SM ′〉 =
√

2 −M ′(M ′ ± 1)δS,1δM,M ′∓1. (3.91)

We must go through all the matrix elements, couple the bra and ket to good states

of spin, then select the non-vanishing terms. By doing derivations like that began

in eq.(3.85) and using the definition of the operator in eq.(3.91), we can construct a

table containing all combinations for the action of the S± operator (Table 3.1).

Spin-orbit continued

With the matrix elements of S+ and S−, we now need to multiply them by the correct

combinations of overlaps to obtain the complete matrix element. For example, if we

are talking about the complete matrix element involving the spin-up proton in the

alpha particle and the proton in the deuteron, we need to simplify the following

expression:

〈dpαp+|VLS|αp+dp〉〈0|anda−1a1a−pã
†
−pã

†
1ã

†
−1ã

†
nd|0〉, (3.92)

where the tilde (ã) denotes that operator has been rotated with respect to the un-

marked operators. The operator matrix element in the beginning of eq.(3.92) is taken

care of by using Table 3.1, but we must contend with the rest of the expression,

keeping in mind the effects of rotating the operators. In Table 3.2, we collect all the
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non-zero combinations for overlaps. There are certain overlaps that are zero, these

are of the form

〈0|aαa−αã
†
αã

†
d|0〉, (3.93)

where the aα operators refer to a particle created or destroyed in the alpha particle.

These particles have to be either all protons or all neutrons. Any term with the overlap

(3.93) in it is zero, due to the orthogonality of spins. Two particles of the same type

in the alpha particle are in a singlet spin state (the annihilation operators in this

example), but the created particles have parallel spins, and are thus clearly in the

triplet spin state, therefore, the overlap vanishes. This is also true for the transpose

of (3.93).

After one combines all the correct matrix elements from Table 3.1 with the ap-

propriate overlap from Table 3.2 and sums together all terms from a certain spatial

geometry, we are left with only two terms:

〈VLS〉α2d2 = −2 sinϑ〈V L+〉α2d2

(

2θ3
αθn − θ2

αθ
2
12

)

, (3.94)

〈VLS〉αddα = 2 sinϑ〈V L+〉αddα

(

θ3
αθn − θ2

αθ
2
12

)

. (3.95)

These are the two terms which contribute to the spin-orbit interaction for a spin-orbit

interaction that does not depend on isospin (heretofore tacitly assumed). They both

vanish in the non-rotated picture (ϑ = 0).

Tensor operator

The other spin-dependent operator we will examine is the spherical tensor operator.

The spherical tensor operator, Ŝ12, is generally written as

S12 =
3

r2
(σ1 · r) (σ2 · r) − σ1 · σ2, (3.96)
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Table 3.2: The overlaps for the 6Li wave function involving rotated operators. The
entire list of overlaps is quite extensive. In the interest of brevity, we list only half of
the overlaps here, because if one changes every proton into a neutron and vice-versa
in each line, the overlap expression is the same. To further reduce the size of the
table, each overlap has a certain symmetry with respect to its transpose. It either
changes sign or does not. Those that are the same as their transpose are followed by
a superscript “+”, and those that change sign are followed by a superscript “-”.

Overlap Value

〈0|anda−1a1a−pã
†
−pã

†
1ã

†
−1ã

†
nd|0〉+ cos2 ϑ

2
(θ3

αθn − θ2
αθ

2
12)

〈0|anda−1a1apã
†
−pã

†
1ã

†
−1ã

†
nd|0〉− − sin ϑ

2
(θ3

αθn − θ2
αθ

2
12)

〈0|anda−1a1apã
†
pã

†
1ã

†
−1ã

†
nd|0〉+ cos2 ϑ

2
(θ3

αθn − θ2
αθ

2
12)

〈0|anda−1a−papã
†
pã

†
−pã

†
−1ã

†
nd|0〉+ cos2 ϑ

2
θ3

αθn + sin2 ϑ
2
θ2

αθ
2
12

〈0|anda1a−papã
†
pã

†
−pã

†
−1ã

†
nd|0〉− − sin ϑ

2
(θ3

αθn − θ2
αθ

2
12)

〈0|anda1a−papã
†
pã

†
−pã

†
1ã

†
nd|0〉+ cos2 ϑ

2
(θ3

αθn − θ2
αθ

2
12)

〈0|andapda−1a1ã
†
1ã

†
−1ã

†
pdã

†
nd|0〉+ cos2 ϑ

2
(θ2

αθ
2
n − θαθ

2
12θn)

〈0|andapda−1a−pã
†
−pã

†
−1ã

†
pdã

†
nd|0〉+

(

cos2 ϑ
2
θαθn + sin2 ϑ

2
θ2
12

)2

〈0|andapda−1a−pã
†
pã

†
−1ã

†
pdã

†
nd|0〉− sin ϑ

2

(

cos2 ϑ
2
θαθn + sin2 ϑ

2
θ2
12

)

(θαθn − θ2
12)

〈0|andapda−1a−pã
†
−pã

†
1ã

†
pdã

†
nd|0〉− sin ϑ

2

(

cos2 ϑ
2
θαθn + sin2 ϑ

2
θ2
12

)

(θαθn − θ2
12)

〈0|andapda−1a−pã
†
pã

†
1ã

†
pdã

†
nd|0〉+ sin2 ϑ

4
(θαθn − θ2

12)
2

〈0|andapda1apã
†
pã

†
−1ã

†
pdã

†
nd|0〉− − sinϑ

2
cos2 ϑ

2
(θαθn − θ2

12)
2

〈0|andapda1apã
†
−pã

†
1ã

†
pdã

†
nd|0〉− − sinϑ

2
cos2 ϑ

2
(θαθn − θ2

12)
2

〈0|andapda1apã
†
pã

†
1ã

†
pdã

†
nd|0〉+ cos4 ϑ

2
(θαθn − θ2

12)
2

〈0|andapda−1a1ã
†
pã

†
1ã

†
−1ã

†
nd|0〉+ − cos2 ϑ

2
(θ2

αθnθ12 − θαθ
3
12)

〈0|andapda−1a1ã
†
−pã

†
1ã

†
−1ã

†
nd|0〉− sinϑ

2
(θ2

αθnθ12 − θαθ
3
12)

〈0|andapda−1a−pã
†
pã

†
−pã

†
−1ã

†
nd|0〉+ −

(

cos2 ϑ
2
θ2

αθnθ12 + sin2 ϑ
2
θαθ

3
12

)

〈0|andapda−1a−pã
†
pã

†
−pã

†
1ã

†
nd|0〉− − sin ϑ

2
(θ2

αθnθ12 − θαθ
3
12)

〈0|andapda1a−pã
†
pã

†
−pã

†
−1ã

†
nd|0〉− sinϑ

2
(θ2

αθnθ12 − θαθ
3
12)

〈0|andapda1a−pã
†
pã

†
−pã

†
1ã

†
nd|0〉+ − cos2 ϑ

2
(θ2

αθnθ12 − θαθ
3
12)

〈0|a−1a1a−papã
†
pã

†
−pã

†
−1ã

†
nd
|0〉+ −θ3

αθ12

〈0|andapda−1a−pã
†
pã

†
−pã

†
1ã

†
−1|0〉+ θ2

αθ
2
12

〈0|a−1a1a−papã
†
pã

†
−pã

†
1ã

†
−1|0〉+ θ4

α

where σi = 2si, and r = r1 − r2. The tensor force is the interaction between particles’

spin and relative motion. If one chooses the coordinate system carefully (i.e., placing

the z-axis along r), one can re-write the tensor operator as

S12 = 2
(

3S2
z − S2

)

. (3.97)
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As with the spin-orbit operator, the radial dependence of the force must be added in

by hand,

V̂tensor = Vt (r)S12. (3.98)

A table similar to Table 3.1 can be constructed for the tensor operator. This table is

Table 3.3. The correct combination is picked out for the given term out of this table,

then combined with the proper overlap from Table 3.2.

A careful glance at Table 3.3 may reveal something slightly unsettling. Matrix

elements that appear to be complex conjugates of each other, 〈11|S12ℜ|10〉 and

〈10|S12ℜ|11〉, differ in the table by a factor of two. The source of this difference

is twofold. First, the tensor operator in the form of (3.97) acts differently on the

different K states of spin-one systems (projection along the symmetry axis in the

body-fixed frame):

Ŝ12|1 ± 1〉 = 2|1 ± 1〉, (3.99)

Ŝ12|10〉 = −4|10〉. (3.100)

Second, and more important, is the location of the quantization axis. In the bra, the

quantization axis is a lab frame axis which we have chosen to lie along the symmetry

axis of the nucleus. In the ket, we have an axis that rotates with the nucleus, and thus

can have any of the three projections in the laboratory frame. As we can see, however,

in eq.(3.99), the tensor operator acts differently among the various spin projections in

the body-fixed frame, thus when bringing the body-fixed axis back in line with the lab

axis, the order of rotation and operation by the tensor operator is important. That

is, the tensor operator, in the form of eq.(3.97) does not commute with the rotation

operator. Thus, the matrix elements are different, as they are not truly Hermitian

conjugates of each other.

Returning back to the tensor operator in 6Li, once again, for a given spatial geom-

etry of the matrix element, there are many terms. These are summed over to give the

42



Table 3.3: Tabulated here are the results from the tensor operator, S12, operates
between any pair of triplet wave functions. All results are proportional to the radial
dependence of the tensor force, Vt. The angle that appears in the chart is the rotation
angle involved in the angular momentum projection process.

|11〉 |10〉 |1 − 1〉
〈11| 2 cos2 ϑ

2
−
√

2 sinϑ 2 sin2 ϑ
2

〈10| −2
√

2 sinϑ −4 cosϑ 2
√

2 sinϑ

〈1 − 1| 2 sin2 ϑ
2

√
2 sinϑ 2 cos2 ϑ

2

total result for the given spatial form-factor integral. These results are listed below:

〈Vt〉α = 〈αα|Vt|αα〉θ4
12 cos2 ϑ

2
, (3.101)

〈Vt〉α2d2 = 〈αd|Vt|dα〉2θ2
αθ

2
2 cos2 ϑ

2
, (3.102)

〈Vt〉d = 〈dd|Vt|dd〉θ4
α cos2 ϑ

2
, (3.103)

〈Vt〉αααd = −〈αα|Vt|αd〉2θ3
12θα cos2 ϑ

2
, (3.104)

〈Vt〉dααα = −〈dα|Vt|αα〉2θ3
12θα cos2 ϑ

2
, (3.105)

〈Vt〉dddα = −〈dd|Vt|dα〉2θ3
αθ12 cos2 ϑ

2
, (3.106)

〈Vt〉αddd = −〈αd|Vt|dd〉2θ3
αθ12 cos2 ϑ

2
, (3.107)

〈Vt〉〉αdαd = 〈αα|Vt|dd〉θ2
αθ

2
12 cos2 ϑ

2
, (3.108)

〈Vt〉〉dαdα = 〈dd|Vt|αα〉θ2
αθ

2
12 cos2 ϑ

2
, (3.109)

〈Vt〉〉αddα = 〈αd|Vt|αd〉2θ2
αθ

2
12 cos2 ϑ

2
. (3.110)

As usual, these are summed together and divided by the normalization. It is interest-

ing to note that there is a contribution from the alpha particle (eq.(3.101)). Helium-6

also contains an alpha particle, but the tensor operator vanishes in its case. This is

an effect of the overall spin structure of the 6-body wave function. In eq.(3.101), the

alpha particle tensor matrix element is proportional to θ4
12; in 6He, this term comes

from the term between the two protons, but the tensor interaction vanishes for spin

singlets (like the protons in the alpha particle), and therefore the terms in the alpha
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particle vanish in the case of 6He. It should also be noted, that for a pure alpha

particle with no external particles, the tensor operator vanishes in our model.

This concludes the section on the alpha-deuteron configuration of 6Li. We now

move on to the cigar configuration.

3.2.2 Cigar configuration

The cigar configuration of 6Li is where the spatial extent of the deuteron is much

larger, such that there is a particle on each side of the alpha particle, just as in

the diagram for the cigar configuration of 6He (Figure 3.2), only one of the external

particles is a proton, and one a neutron. The wave function is

|Ψ〉 = Na†pa
†
−pa

†
1a

†
−1

∑

τ

(−)1/2−τa†τ+a
†
−τ−|0〉, (3.111)

where + and - indicate the right or left spatial position. As in the alpha-deuteron

case, both external particles are created in the “up” spin-projection, but the sum is

over isospin. The deuteron is an isosinglet, and we must sum over the projections

of isospin in order to preserve the proper quantum numbers. This means, we still

have the same cross terms that were in the cigar configuration of 6He. In the alpha-

deuteron configuration, the normalization and all spin-independent operators had

identical results in 6Li as in 6He, which is also the case for the cigar configuration.

Therefore, we proceed with showing the results of the spin-orbit and tensor operators

in the cigar configuration.

The results for the spin-orbit operator follow below. There are additional overlaps

to those shown in Table 3.2, but these are easily guessed at. Any term involving the

cross term between the right and left side particles substitutes a θ± for θn which would
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appear in Table 3.2. Now, the list of terms of the spin-orbit operator:

〈VLS〉+2−2 = − sinϑ〈V L+〉+2−2θ4
α, (3.112)

〈VLS〉+−−+ = − sinϑ〈V L+〉+−−+θ
4
α, (3.113)

〈VLS〉α2±2 = −2 sinϑ〈V L+〉α2±2

(

2θ3
αθn − θ2

αθ
2
12

)

, (3.114)

〈VLS〉α2+− = −2 sinϑ〈V L+〉α2+−

(

2θ3
αθ± − θ2

αθ
2
12

)

, (3.115)

〈VLS〉α++α = 2 sinϑ〈V L+〉α++α

(

θαθn − 2θαθ
2
12

)

, (3.116)

〈VLS〉α+−α = 2 sinϑ〈V L+〉α+−α

(

θαθ± − 2θαθ
2
12

)

, (3.117)

〈VLS〉++−α = 4 sinϑ〈V L+〉++−αθ
3
12θα, (3.118)

〈VLS〉+−−α = 4 sinϑ〈V L+〉+−−αθ
3
12θα. (3.119)
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We now list the results for the tensor operator in the cigar configuration:

〈Vt〉α = 〈αα|Vt|αα〉θ4
12 cos2 ϑ

2
, (3.120)

〈Vt〉α2±2 = 〈α± |Vt| ± α〉2θ2
αθ

2
12 cos2 ϑ

2
, (3.121)

〈Vt〉α2+− = 〈α± |Vt| ∓ α〉2θ2
αθ

2
12 cos2 ϑ

2
, (3.122)

〈Vt〉+2−2 = 〈+ − |Vt| − +〉θ4
α cos2 ϑ

2
, (3.123)

〈Vt〉+−−+ = 〈+ − |Vt| + −〉θ4
α cos2 ϑ

2
, (3.124)

〈Vt〉ααα± = −〈αα|Vt|α±〉2θαθ
3
12 cos2 ϑ

2
, (3.125)

〈Vt〉±ααα = −〈±α|Vt|αα〉2θαθ
3
12 cos2 ϑ

2
, (3.126)

〈Vt〉±2∓α = −〈± ∓ |Vt|α±〉2θ3
αθ12 cos2 ϑ

2
, (3.127)

〈Vt〉α±∓2 = −〈α∓ |Vt| ∓ ±〉2θ3
αθ12 cos2 ϑ

2
, (3.128)

〈Vt〉±∓∓α = −〈± ∓ |Vt|α∓〉2θ3
αθ12 cos2 ϑ

2
, (3.129)

〈Vt〉α±±∓ = −〈α± |Vt| ∓ ±〉2θ3
αθ12 cos2 ϑ

2
, (3.130)

〈Vt〉α±±α = 〈α± |Vt|α±〉2θ2
αθ

2
12 cos2 ϑ

2
, (3.131)

〈Vt〉α±∓α = 〈α∓ |Vt|α±〉2θ2
αθ

2
12 cos2 ϑ

2
, (3.132)

〈Vt〉α+α− = 〈αα|Vt| + −〉θ2
αθ

2
12 cos2 ϑ

2
, (3.133)

〈Vt〉+α−α = 〈+ − |Vt|αα〉θ2
αθ

2
12 cos2 ϑ

2
. (3.134)

As before, these are summed together and divided by the normalization to yield a

complete expectation value.

This concludes the section on the cigar configuration. Next, we move to the inter-

ference term of 6Li.
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3.2.3 Interference term

As was the case in 6He, the overall wave function of 6Li is a combination of the

alpha-deuteron configuration and the cigar configuration. The same procedure was

followed for 6Li as in 6He (beginning with eq.(3.46)). The one and two-body operators

described in the section on the interference term of 6He are the same in 6Li. As in

the previous two sections, we only need to describe the results for the spin-orbit and

tensor operators.

The overlaps for the interference term are not the same as in the alpha-deuteron

case which is listed in Table 3.2. It is not necessary, however, to construct a new table.

Table 3.2 gives the angular dependence, and one can translate the alpha-deuteron

overlaps into interference term overlaps with their definitions in eq.(3.50-3.55). Now,

without further ado, the results of the spin-orbit operator in the interference term:

〈VLS〉α2d+ = −〈V L+〉α2d+

(

2θ3
ααθd− − θ2

ααθdαθα−

)

sinϑ, (3.135)

〈VLS〉α2d− = −〈V L+〉α2d−

(

2θ3
ααθd+ − θ2

ααθdαθα+

)

sinϑ, (3.136)

〈VLS〉dαα+ = 〈V L+〉dαα+

(

θ3
ααθd− − 2θ2

ααθdαθα−

)

sinϑ, (3.137)

〈VLS〉dαα− = 〈V L+〉dαα−

(

θ3
ααθd+ − 2θ2

ααθdαθα+

)

sinϑ, (3.138)

〈VLS〉α+d− = 〈V L+〉α+d−θ
3
ααθdα sinϑ, (3.139)

〈VLS〉α−d+ = 〈V L+〉α−d+θ
3
ααθdα sinϑ. (3.140)

These are the terms that make up the spin-orbit expectation value for the interference
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term. For the tensor operator, the results are:

〈Vt〉α = 〈αα|Vt|α′α′〉θ2
dαθα+θα− cos2 ϑ

2
, (3.141)

〈Vt〉α2d+ = 〈αd|Vt| + α′〉θ2
ααθdαα− cos2 ϑ

2
, (3.142)

〈Vt〉α2d− = 〈αd|Vt| − α′〉θ2
ααθdαα+ cos2 ϑ

2
, (3.143)

〈Vt〉+2−2 = 〈+ − |Vt| − +〉θ2
αα cos2 ϑ

2
, (3.144)

〈Vt〉ααα+ = −〈αα|Vt|α′+〉θ2
dαθα+θαα cos2 ϑ

2
, (3.145)

〈Vt〉ααα− = −〈αα|Vt|α′−〉θ2
dαθα−θαα cos2 ϑ

2
, (3.146)

〈Vt〉d−α+ = −〈dα|Vt| + −〉θ3
ααθdα cos2 ϑ

2
, (3.147)

〈Vt〉d+dα = −〈dd|Vt| + α′〉θ3
ααθα− cos2 ϑ

2
, (3.148)

〈Vt〉d−dα = −〈dd|Vt| − α′〉θ3
ααθα+ cos2 ϑ

2
, (3.149)

〈Vt〉α+α− = 〈αα|Vt| + −〉θ2
ααθ

2
dα cos2 ϑ

2
, (3.150)

〈Vt〉dαdα = 〈dd|Vt|α′α′〉θ2
ααθα+θα− cos2 ϑ

2
, (3.151)

〈Vt〉α+dα = 〈αd|Vt|α′+〉θ2
ααθdαθα− cos2 ϑ

2
, (3.152)

〈Vt〉α−dα = 〈αd|Vt|α′−〉θ2
ααθdαθα+ cos2 ϑ

2
. (3.153)

With the spin-orbit and tensor interaction, one can then complete a calculation of

the expectation value of the Hamiltonian for the interference term. One can then

minimize 6Li in the same way as was done for 6He.

Here now ends the chapter on the methods and formalism used in this study. The

formalism was introduced through some simple examples, and then we applied the

formalism to obtain some formal results in a very general sense for 6He and 6Li. The

next chapter will go into further detail with specific choices for single-particle wave

functions, and inter-particle interactions.
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Chapter 4

Gaussian Approximation

In the previous chapters, the general formalism was described. The formalism was

then applied to the two nuclei of interest, 6He and 6Li. The many expressions for

expectation values were left in terms of matrix elements of an operator of a certain

type. In this chapter, a specific single-particle basis will be selected, and these matrix

elements for all operators will be derived. After the calculation of the matrix elements,

numerical results will be given.

4.1 Helium-6

The single particle wave function chosen is the Gaussian wave function. This is a

function of the form f(x) = Ae−a(x−x0)2 . This wave function is the ground state wave

function of the quantum harmonic oscillator, and thus is a suitable wave function

for any system around a potential minimum. Also, Gaussians can be integrated an-

alytically, which greatly simplifies the calculations. Our specific Gaussians are also

real, which also reduces the number of terms needed to be calculated, as the forward

and reverse matrix elements are nearly always the same. The asymptotic behavior

of the Gaussian is not correct, as it falls off too fast. The true asymptotics should

be exponential. It will be shown later that for many observables, this is not critical,
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however. The Gaussian approximation in the alpha-dineutron configuration will now

be discussed.

4.1.1 Alpha-dineutron configuration

The alpha-dineutron configuration is pictured in Figure 3.1. The single-particle wave

functions are:

ψα (r) =
(ν

π

)3/4

exp
(

−ν
2

(r − d/3)2
)

, (4.1)

φd (r) =
(ω

π

)3/4

exp
(

−ω
2

(r + 2d/3)2
)

, (4.2)

where ψα refers to a constituent of the alpha particle and has parameters ν, the

oscillator length, and d, which describes the distance separating the two clusters;

φd refers to a particle in the dineutron, with the same parameter d as in ψα, and

ω for its oscillator length. The coefficient of d is chosen so that the origin of the

coordinate system is at the classical center-of-mass of the system. By looking again

at the alpha-particle wave function, we can illustrate another nice property of the

Gaussian:

ψα (r) = N exp
(

−ν
2

(r − d/3)2
)

= Ne−ν(r2+d2/9)/2
∑

n

1

n!
(νr · d)n , (4.3)

which shows that every partial wave is wrapped up inside each Gaussian displaced

with respect to the center-of-mass. We can select d to lie along the z-axis, which

makes our wave functions (eqs[4.1,4.2]) look like

ψα (x, y, z) =
(ν

π

)3/4

exp
(

−ν
2

(

x2 + y2 + z2 + d2 − 2zd/3
)

)

(4.4)

φd (x, y, z) =
(ω

π

)3/4

exp
(

−ω
2

(

x2 + y2 + z2 + d2 + 4zd/3
)

)

. (4.5)

We do not, however, work very often in the body-fixed frame. Instead, we find
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the overlaps and matrix elements between a wave function and another wave function

that has been rotated with respect to the first wave function, as it was outlined in

section 2.4 in the previous chapter. We will rotate the wave functions around the

y-axis using the matrix

ℜ̂ =













cosϑ 0 − sinϑ

0 1 0

sinϑ 0 cosϑ













. (4.6)

We now write the rotated wave functions (denoted by the tilde):

|α̃〉 =
(ν

π

)3/4

exp
(

−ν
2

(

x2 + y2 + z2 + d2 − 2d (x sinϑ+ z cosϑ) /3
)

)

(4.7)

|d̃〉 =
(ω

π

)3/4

exp
(

−ω
2

(

x2 + y2 + z2 + d2 + 4d (x sinϑ+ z cosϑ) /3
)

)

. (4.8)

With the rotated wave functions, all overlaps and matrix elements can be calculated.

We will begin with the overlaps and normalization, and then proceed with the matrix

elements. The overlaps are

θα ≡ 〈α|α̃〉 = exp

(

νd2

18
(cosϑ− 1)

)

(4.9)

θd ≡ 〈d|d̃〉 = exp

(

2ωd2

9
(cosϑ− 1)

)

(4.10)

θ12 ≡ 〈α|d̃〉 = 〈d|α̃〉 =

(

2
√
νω

ν + ω

)3/2

exp

(

− νωd2

18 (ν + ω)
(5 + 4 cosϑ)

)

. (4.11)

By taking the body-fixed frame limit (cosϑ = 1), one can see that the overlaps make

sense. The alpha and dineutron overlaps become one, as the Gaussian wave functions

are normalized, and the overlap between the two centers remains, but becomes one

if d is zero and the oscillator lengths are equal for each cluster. The only reason the

overlaps within the alpha and the dineutron are not one is because we rotate about

the center-of-mass which does not coincide with either center. The symbol θ12 is used

for the overlap between the two centers (centers 1 and 2) first because it is equal to
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its transpose, which then gives us more notational options when we come to different

overlaps in later sections. The normalization (eq.(3.3)) is reproduced here for easy

comparison with the overlaps:

N2 =
1

θ2
α (θαθd − θ2

12)
2 .

When d goes to zero, all the overlaps tend towards one, which causes the denominator

of the normalization to vanish. As mentioned before, this is because of the Pauli prin-

ciple, and when d is zero, four s-wave neutrons are at the same point in space, which

is forbidden by Fermi statistics. Note that this is exactly the case when the oscillator

lengths are equal. If the oscillator lengths are different, the wavefunctions of the alpha

particle and external neutrons are no longer completely identical. The denominator

would still be very small (being one minus the ratio of twice the geometric mean of

the two oscillator lengths divided by their sum), but not identically zero.

The first expectation value shown here is the one-body particle density. For the

purpose of presentation, this was done in the body-fixed frame with the wave functions

in eq.(4.4-4.5). We use the general expression for a one-body operator (eq.(3.5-3.9)).

In this case, the operator is just I, the identity matrix, and we integrate over the

y-coordinate. The results are shown in Figures 4.1, 4.2, and 4.3. The three figures all

show the one-body particle density, but for different values of the parameter ω. In

Figure 4.1, they are equal, and the alpha particle (on the right side of the figure) looks

bigger than the dineutron cluster. In Figure 4.2, the oscillator length of the dineutron

is set to be larger than the alpha particle, which makes the dineutron more sharply

peaked, as it is now more focused in space. The last figure, Figure 4.3, shows a more

diffuse dineutron. For all three figures, the distance between the two centers was set

to be 2.5 fm. There is nothing significant about this distance, it was chosen in order

to keep a clear distinction between the two clusters while keeping them close enough

so that their densities still overlap somewhat.
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Figure 4.1: The expectation value of the one-body particle density in the intrinsic
frame of 6He. It is pictured in the xz plane, with the clusters’ centers along the z-
axis. In this figure, the oscillator lengths are equal in both clusters to 0.53 fm−2 and
d is set equal to 2.5 fm. The alpha particle is centered in the positive z region, and
the dineutron in the negative z region.

This is the only expectation value calculated exclusively in the body-fixed frame.

If the body-fixed frame expectation value of any other operator is desired, it can

be easily obtained from the projected terms by taking cosϑ = 1, and no longer

integrating over the angles.

We will begin our tour through the expectation values of various operators with

those operators found in the Hamiltonian, which is:

Ĥ =
∑

i

Ti − Tcm + Vij. (4.12)

The first two terms in eq.(4.12) are kinetic energy terms. The first one is the sum

of the one-body kinetic energy of the six particles, while the second one removes the

energy associated with the motion of the center-of-mass of the particles. The last term

is the interaction, the details of which will be covered in the subsections devoted to

the potential energy.
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Figure 4.2: The expectation value of the one-body particle density of 6He with ν=0.53
fm−2 and ω=0.68 fm−2. The parameter d is set equal to 2.5 fm.

4.1.2 Kinetic energy

The kinetic energy calculation determines the amount of energy due to the motion

of the particles present in the system. As just mentioned, there are two parts to this

calculation, first the one-body kinetic energy of the six particles in the system, and

then a correction to remove spurious motion of the center-of-mass. The one-body

kinetic energy operator is:

T̂ = − ~

2m
∇2. (4.13)

The kinetic energy is diagonal in spin and isospin. For this and all calculations in this

work, the nucleons are treated as having the same mass, which for numerical calcu-

lations is set equal to 939 MeV. The general form of the expectation value is found

in eq.(3.4-3.9). The matrix elements which are summed together in the previously
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Figure 4.3: The expectation value of the one-body particle density of 6He with ν=0.53
fm−2 and ω=0.41 fm−2. The parameter d is set equal to 2.5 fm.

mentioned terms are listed below:

〈α|T |α〉 =
ν

2
θα

[

3 − νd2(1 − x)

9

]

, (4.14)

〈d|T |d̃〉 =
ω

2
θd

[

3 − 4ωd2(1 − x)

9

]

, (4.15)

〈d|T |α〉 = 〈α|T |d〉 =
νω

ν + ω
θ12

[

3 − νωd2

9(ν + ω)
(5 + 4x)

]

. (4.16)

For these terms, the prefactor, ~
2/2m, has been suppressed, and x ≡ cosϑ. Since the

kinetic energy operator does not change the overlaps at all, the matrix elements are

written in terms of the overlaps as well. Many operators have this property, and we

will use this simplification in writing the matrix elements whenever possible. Most

matrix elements also depend on cosϑ, but the angular form (cosϑ) will be restored

if necessary for clarity, or if it is different from cosϑ. Additionally, all these matrix

elements will now be calculated in the rotated system, so the tilde that was introduced

to indicate a rotated wavefunction will now be omitted. All wave functions in the ket

should be assumed to have been rotated with respect to the wave functions in the
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Figure 4.4: The results of the one-body kinetic energy calculation in the alpha-
dineutron configuration of 6He. These results were obtained with ν = 0.53 fm−2,
the standard value for the alpha particle, and ω = ν.

bra unless otherwise noted. With these matrix elements, the expectation value of the

one-body kinetic energy can be completed.

The one-body kinetic energy as a function of the inter-cluster distance parameter

d is shown in Figure 4.4. Curves are seen for the ground state, J = 0, up to the

J = 4 state. At large values of d, the states are in the expected order for rotational

states. That is, they go in consecutive numbers of J with spacing J(J+1). Something

different is observed at small values of d. Discussion of these features of Figure 4.4 is

delayed because first we need to discuss the center-of-mass correction.

We want to remove the energy associated with the motion-of-center of mass of the

system:

〈T 〉cm =
P 2

2M
=

(
∑

i pi)
2

2Am
, (4.17)

where P and M are the momentum of the center-of-mass and the total mass of the

system, respectively, which are re-written in terms of the single-particle quantities
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on the right-hand side of the equation. Expanding on that, we get a separation into

one-body (recoil effect) and two-body terms:

(
∑

i pi)
2

2Am
=

1

6Am

(

1

2

∑

i

p2
i +

∑

i6=j

pi · pj

)

. (4.18)

The first term is exactly the same as the one-body kinetic energy, while the sec-

ond term is a two-body term. When we combine this result with the pure one-body

calculation, we obtain the following result for the kinetic energy:

〈T 〉 =
1

A

[

(A− 1)〈T (1)〉 − 2〈T (2)〉
]

, (4.19)

where T (1) is the one-body kinetic energy and T (2) is the two-body kinetic energy. We

already gave the results for the one-body kinetic energy. Here are given the results of

the momentum operator (~/ı∇) in the alpha-dineutron configuration of 6He:

〈α|p|α〉 =
ν

ı
θα
d

6
[sinϑx̂ + (cosϑ− 1) ẑ] (4.20)

〈d|p|d〉 = −ω
ı
θd
d

3
[sinϑx̂ + (cosϑ− 1) ẑ] (4.21)

〈α|p|d〉 = −θ12
νωd

3ı (ν + ω)
[2 sinϑx̂ + (1 + 2 cosϑ) ẑ] (4.22)

〈d|p|α〉 = θ12
νωd

3ı (ν + ω)
[sinϑx̂ + (2 + cosϑ) ẑ] . (4.23)

The last two matrix elements are not equal, despite being transposes of each other.

This is because the momentum operator is a vector operator (the previous calculation

was for the kinetic energy, a scalar). The magnitude of the matrix elements is not

changed, but the angular dependence is different. In the absence of rotation (ϑ = 0),

the matrix elements are equal. The matrix elements for the two-body terms can be

found by taking the scalar products of any of these terms (including with themselves),

and multiplying by a prefactor −~
2/2m. These matrix elements accompany the over-

lap expressions in eq.(3.11-3.20), which are summed up in order to find the overall
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Figure 4.5: The results of the kinetic energy calculation in the alpha-deuteron con-
figuration of 6He, with the center-of-mass energy removed. The results were obtained
with the oscillator parameters ν = ω = 0.53 fm−2.

expectation value.

The corrected kinetic energy shown in Figure 4.5 is qualitatively similar to the

figure showing only the one-body contribution (Figure 4.4), with the energies reduced

by around 12 MeV. At large distances, where the order of the states is rotational,

the ground state energy corresponds to the sum of the kinetic energy of an alpha

particle and dineutron. At small distances, the figure becomes more interesting, with

degeneracies appearing. The energy increases because two of the neutrons are forced

into higher orbits. When d is large, all four neutrons can remain in s-waves and J = ℓ,

but this is no longer the case when they come close to each other due to the Pauli

principle. The lowest state is where J = 0 and J = 2 are degenerate. This is where

both extra neutrons go to the p-shell and couple to J = 0 (the two p-orbital particles

can couple to both the ℓ = 0 and the ℓ = 2 states to produce J = 0 at d = 0). The

next state at small d is where J = 1 and J = 3 come together. These are negative

parity states, and the only way this can be achieved at d = 0 is to have one particle
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go to the p-shell, and another particle go to the next shell, the sd-shell. Finally, the

J = 4 state stays high because ℓ = 4 cannot couple to lower angular momenta. This is

where the two particles are pushed into the sd-shell. The states at small d also appear

to be equally-spaced, which is characteristic of the quantum harmonic oscillator. This

is indeed the cause of the equally spaced levels, as the basis wave functions for the

calculation are Gaussians. Because of these basis functions, at d = 0, the system is a

spherical harmonic oscillator, and thus, has equally spaced levels in the kinetic energy.

The kinetic energy results highlight an interesting feature of the formalism. The

system most likely prefers to be at a d-value different from zero (maximum kinetic

energy), but not too large, because the nuclear force is short-ranged. The minimum in

energy will likely be between the pure s-wave system at large d, and the oscillator limit

at d = 0, which results in a picture of s-waves and higher orbits. This is automatically

handled by the formalism, and is an advantage over theories that would just place the

external particles in p-waves, assuming that the s-waves are occupied by the neutrons

in the alpha particle. This feature is a strong point of the formalism.

4.1.3 Interaction

Potentials in nuclear physics constitute a large body of work in their own right. For

structure studies, one can broadly divide them into two types: mean field potentials,

and nucleon-nucleon potentials. The mean field potential averages out the interaction

between the nucleons themselves into a one-body potential well, which the nucleons

fill. This is an approximation that becomes more valid as the nucleus becomes larger,

and since this work deals with light nuclei, we will use interactions that are of the

nucleon-nucleon variety.

Volkov interaction

The first interaction we chose to use was the Volkov potential [45]. The Volkov po-

tentials are a set of eight different phenomenological potentials that were designed to
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fit features of the alpha particle (binding energy, charge radius). They were chosen

here because our systems consist of alpha particles plus a few external particles, and

the potentials are Gaussian in form. The framework of the Volkov potentials is

Vij(rij) =
A
∑

i<j

U(rij)
(

1 −m+mP̂ x
ij

)

, (4.24)

where m is a parameter, the Majorana exchange parameter, and P x
ij is the Majorana

exchange operator. It acts in the following way:

P̂ x
ijψ1 (r1, σ1, τ1)ψ2 (r2, σ2, τ2) = ψ1 (r2, σ1, τ1)ψ2 (r1, σ2, τ2) . (4.25)

It tends to reduce the strength of the potential. The form factor of the potential in

eq.(4.24) is

U(rij) = Va exp
[

− (rij/α)2]+ Vr exp
[

− (rij/ρ)
2] , (4.26)

where Va, Vr, α, and ρ are parameters of the potential, which are changed in the

eight versions of the potentials. Finally, rij is the relative distance between the two

particles. Figure 4.6 shows a plot of the eight parameter sets. Unless otherwise noted,

the plots in this work involving the Volkov potentials are shown with the first set of

parameters, Volkov V1.

We now show the matrix elements of the Volkov potentials in the alpha-dineutron

configuration. Since the Volkov potentials are Gaussian in nature, there is no simpli-

fying use of the overlaps in this case. One simplification can be made, however. Each

matrix element has two terms, one attractive and one repulsive. These two terms are

the same, except Va is replaced with Vr and α is replaced by ρ in going from the

attractive to the repulsive term, so only the attractive piece is listed here. Matrix

elements with a subscript “+” after them are equal to the transposed term (e.g.,

〈12|V |34〉 → 〈43|V |21〉). There is no indicator if this is trivially so (bra and ket are

the same). After listing the matrix elements, the effect of the Majorana exchange
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Figure 4.6: Shown here are the eight sets of Volkov potentials as a function of the
distance between the two nucleons. The plot that goes off of the graph, V4, is quite
repulsive and finally intersects the ordinate at 331.6 MeV.

operator will be addressed.

〈αα|V |αα〉 = Va

(

να2

να2 + 2

)3/2

exp
[

νd2 (x− 1) /9
]

, (4.27)

〈αd|V |dα〉 = Va

(

νωα2

ν + ω + νωα2

)3/2

exp

[

−
(

νωα2 (ν + 4ω) + (ν − 2ω)2) (1 − x) + 18νω

18 (ν + ω + νωα2)
d2

]

,(4.28)

〈αα|V |αd〉+ = Va

(

2να2
√
νω

D(ν, ω)

)3/2

exp

[

−(1−x) (να2(ν −3ω)+4ν−8ω)+9ω (να2+3)

18D(ν, ω)
νd2

]

,(4.29)

〈dd|V |dα〉+ = Va

(

2ωα2
√
νω

D(ω, ν)

)3/2

exp

[

−4 (1 − x) (ω2α2 − 2ν + 4ω) + 9ν (ωα2 + 3)

18D(ω, ν)
ωd2

]

, (4.30)
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where

D(x, y) = xα2(x+ y) + 3x+ y, (4.31)

〈dd|V |dd〉 = Va

(

ωα2

ωα2 + 2

)3/2

exp
[

4ωd2 (x− 1) /9
]

, (4.32)

〈dd|V |αα〉+ = Va

(

4νωα2

(ν + ω)∆

)3/2

exp

[

−νωd
2 (5+4x)

9(ν + ω)

]

, (4.33)

〈dα|V |dα〉 = Va

(

4νωα2

(ν + ω)∆

)3/2

× exp

[

−νω∆ (5+4x)+2(1−x)(ν+2ω)2

9 (ν + ω) ∆
d2

]

, (4.34)

where

∆(p, q) = pα2 + qα2 + 4. (4.35)

These matrix elements are inserted into the corresponding expression in eqs.(3.11)-

(3.20) in order to determine the expectation value of the potential. As listed above,

however, these are only for the part of the potential that is proportional to (1 −m)

(see eq.(4.24)). The Majorana exchange operator changes things, slightly.

As seen in its definition, eq.(4.25), the Majorana exchange operator switches the

spatial locations of a pair of particles, and leaves spin-isospin properties unchanged.

One can say then immediately that none of the matrix elements in eq.(4.27)-eq.(4.34)

with bra or ket at the same spatial location are affected by the operator. These leaves

two of the seven terms, 〈αd|V |dα〉 and 〈dα|V |αd〉. These two are changed into each

other. Thus, for the term of the potential proportional tomP̂ x
ij, the same set of overlap

terms are used as before, except that 〈αd|V |dα〉 is switched with 〈dα|V |αd〉. In other

words, instead of eq.(3.12), we have

〈O(2)〉α2d2 = 〈dα|V |dα〉
(

8θ3
αθd − 6θ2

αθ
2
12

)

, (4.36)
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and

〈O(2)〉αddα = 〈αd|V |dα〉
(

2θ2
αθ

2
12 − θ3

αθd

)

(4.37)

instead of eq.(3.19). The Majorana exchange operator can also be written as

P̂ x
ij = −1

4
[1 + σi · σj + τ i · τ j + (σi · σj) (τ i · τ j)] . (4.38)

This form was used to confirm results obtained with the original formula.

A plot of the potential results is shown in Figure 4.7. At large values of d, where

all the curves come together, is the sum of the potential energies of an alpha particle

and dineutron. As d becomes smaller, the different levels appear. The lowest levels

are once again J = 0 and J = 2, though the potential breaks the degeneracy. The

potential also breaks the degeneracy of J = 1 and J = 3. Interestingly, J = 4 comes in

between J = 1 and J = 3. This is due to the Majorana exchange operator’s preference

for even waves. When the exchange parameter is set equal to zero (see Figure 4.8),

the order of states at d equal zero is J = 0, 2, 1, 3, 4, but for Figure 4.7, m is 0.6

(the standard setting for the Volkov potentials), which makes J = 4 more attractive

compared to the odd waves (however, this may not be the case, see 4.2.2).

Another comparison that can be made is the effect of different sets of Volkov

parameters. The plot in Figure 4.7 is with V1, which has a fairly hard core (V (r) =+60

MeV at d = 0). In Figure 4.9, the expectation value of V2 is shown. Volkov V2

is a soft-core potential, with a value of +0.5 MeV at d = 0. As one can see in

the figure, qualitatively, there is not a great change by changing the parameter set.

Quantitatively, the V2 potential expectation value is deeper by three MeV at d =

0. Three MeV can be a lot in these loosely bound nuclei, however, the minimum

in binding energy is usually far from d=0, and there is less difference between the

potentials the higher one goes in d.
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Figure 4.7: The results of the expectation value calculation of the Volkov potentials
(V1) in the alpha-dineutron configuration of 6He. The results were obtained with both
oscillator parameters equal to 0.53 fm−2, and the Majorana exchange operator set to
0.6.
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Figure 4.8: The expectation value of the Volkov V1 potential in the alpha-dineutron
configuration of 6He as a function of d. In this plot, the Majorana exchange parameter
was set equal to zero, but all other parameters are the same as in Figure 4.7.
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Figure 4.9: The expectation value of the Volkov V2 (soft core) potential in the alpha-
dineutron configuration of 6He. In this plot, the oscillator parameters are both equal
to 0.53 fm−2, and the Majorana exchange parameter is set equal to 0.6.
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Minnesota potential

After the Volkov potentials, the next interaction used was the Minnesota potential

(first appeared in [46]; the parameters used in present work are borrowed from [47]).

In contrast to the Volkov potentials, the Minnesota potential was designed to fit the

n − p and p − p s-wave scattering parameters (the scattering length and effective

range). They are also expressed as Gaussians, which makes computations simpler.

The form of the potential is:

Vij =
[

VR + 1/2
(

1 + P σ
ij

)

Vt + 1/2
(

1 − P σ
ij

)

Vs

] [

u/2 + 1/2 (2 − u)P x
ij

]

, (4.39)

where VR, Vt and Vs are the Gaussian form factors for the repulsive, triplet, and

singlet potentials, respectively, P σ
ij is the spin-exchange operator (exchanges the spins

of particles i and j, giving +1 in triplet states and -1 in singlet states), P x
ij is the

coordinate exchange operator (Majorana exchange operator), and u is the exchange

parameter which should be close to one. Figure 4.10 shows the Minnesota potential in

the singlet and triplet channel. Clearly, the triplet channel is more attractive, which

makes sense as this is the deuteron-like channel, and the deuteron is the only bound

two-nucleon system.

Since the form of the Minnesota potential is Gaussian, no new matrix elements

need to be listed here. One merely finds the appropriate geometrical term in the list of

matrix elements eq.(4.27)-eq.(4.34), and changes the Volkov parameters to Minnesota

parameters. However, since the Minnesota potentials explicitly depend on spin, the

list of terms in eq.(3.11)-eq.(3.20) need to be re-written in terms of a singlet part and
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Figure 4.10: This plot shows the singlet (T=1) and triplet (T = 0) channels for the
Minnesota potential. The singlet potential has a strong repulsive core, with a value
of +109 MeV at r = 0. The triplet channel has a milder repulsion and a much deeper
attraction.

a triplet part. The singlet contribution is

〈Vs〉α = 〈αα|Vs|αα〉
(

3θ2
αθ

2
d + θ4

12 − 3θαθ
2
12θd

)

, (4.40)

〈Vs〉α2d2 = 〈dα|Vs|αd〉
(

3θ3
αθd − θ2

αθ
2
d

)

, (4.41)

〈Vs〉αααd = 〈Vs〉dααα = 〈αα|Vs|αd〉
(

2θ3
12θα − 6θ2

αθ12θd

)

, (4.42)

〈Vs〉dddα = 〈Vs〉αddd = −〈dd|Vs|dα〉4θ3
αθ12, (4.43)

〈Vs〉αdαd = 〈Vs〉dαdα = 〈αα|Vs|dd〉2θ2
αθ

2
12, (4.44)

〈Vs〉αddα = 〈dα|Vs|dα〉2θ2
αθ

2
12, (4.45)

〈Vs〉d = 〈dd|Vs|dd〉θ4
α. (4.46)
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The triplet part is

〈Vt〉α = 〈αα|Vt|αα〉
(

3θ2
αθ

2
d − 3θαθ

2
12θd

)

, (4.47)

〈Vt〉α2d2 = 〈dα|Vt|αd〉
(

5θ3
αθd − 5θ2

αθ
2
d

)

, (4.48)

〈Vt〉αααd = 〈Vt〉dααα = 〈αα|Vs|αd〉
(

6θ3
12θα − 6θ2

αθ12θd

)

, (4.49)

〈Vt〉αddα = 〈dα|Vt|dα〉
(

2θ2
αθ

2
12 − 2θ3

αθd

)

. (4.50)

One can see that if one sums the triplet and singlet terms together for each geomet-

rical term, the list is the same as for the Volkov potentials. The Majorana exchange

operator switches the same terms in the Minnesota potential as it did in the Volkov

potentials. Terms of the type α2d2 are switched with αddα in both the singlet and

triplet cases.

Figure 4.11 shows the expectation value of the Minnesota potential as a function

of d. The plot is similar to the plot of the Volkov potentials, but there are some

differences. The order of states is the same as in the m = 0.6 Volkov plot, but in the

case of the Minnesota potential, the J = 4 state is around halfway between J = 1

and J = 3, rather than being very close to J = 1 as in the Volkov plot. This could be

due to the fact that the exchange term accounts for 50% of the Minnesota potential

compared to 60% for the Volkov potential. Another difference is that the magnitude

of the potential seems to fall slightly more rapidly in the Minnesota potential than

the Volkov potential. The large d limit once again corresponds to the sum of the

potential energies of an alpha particle and dineutron.

Gogny interaction

The other interaction examined was the 1970 version of the Gogny interaction [48].

This interaction has four types of contributions:

V (r) = VW (r) + VT (r)Ŝ12 + VLS(r)L · S + VLL(r)L̂12, (4.51)
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Figure 4.11: Plotted here is the expectation value of the Minnesota potential in the
alpha-dineutron configuration of 6He. The oscillator parameters are both equal to
0.53 fm−2, and the exchange parameter, u, is set equal to one.

where VW (r) is the Wigner or central interaction, VT (r) is the tensor term, VLS(r)

is the spin-orbit term, and VLL is a second-order momentum term that we did not

consider. The radial dependence was expressed in terms of Gaussian functions, with

separate terms for different spin and isospin combinations. This interaction was chosen

in order to fit two-nucleon scattering properties and some properties of the deuteron,

as well as many properties of heavy spherical nuclei ranging from 16O to 208Pb. We

found, however, that this Gogny interaction did not seem suitable for our systems. Its

binding energy for our alpha particle was 13 MeV, less than half of the experimental

value. This is not too shocking, since the Gogny interaction is essentially an effective

interaction for medium and heavy nuclei.
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4.1.4 Total energy

While not a new operator per se, the next stop on our tour through 6He is the total

energy, which is the sum of the previous two operators. The total energy for the

alpha-dineutron configuration calculated with the Volkov V1 potential is shown in

Figure 4.12. The large d limit is the sum of the total energy of an alpha particle

and a dineutron. Bound behavior is seen only for J = 0 and J = 2. Also, the level

of the minimum of the J = 2 curve is nearly equal to its asymptotic energy, which

makes it more like a resonance. It’s also interesting to note that the minimum in

energy occurs around d = 3.5 fm. If one looks back at Figure 4.5, one sees that at this

value of d, the particles are still mostly in s-waves, with only a small contribution

of p-waves. The large increase in kinetic energy caused by accessing higher angular

momenta overcomes the increased attraction gained by moving the nucleons closer to

each other, causing the external particles to sit further away from the alpha center in

this model.

The total energy calculated with the Minnesota potential is pictured in Figure

4.13. Like with the Volkov potential, binding only occurs for J = 0 and J = 2. The

minimum for J = 2 is deeper this time, but the overall energy is higher. This is due to

the fact that 6He is dominated by singlet spin pairs, which in the Minnesota potentials

are much less attractive than triplet pairs. Another similarity with the previous plot

is that the minimum in energy is located at a value of d where the external particles

are still mostly in s-waves, indicating that also for the Minnesota potentials, avoiding

the increase in kinetic energy at small values of d is more advantageous than the

increase in binding from the potential.

This ends the discussion on the operators that make up the Hamiltonian for 6He.

We will now move on to some other calculations performed in the alpha-dineutron

configuration of 6He.

70



0 2 4 6 8 10

-20

-10

0

10

20

dHfmL

<
E
>
HM

eV
L

J=4

J=3

J=2

J=1

J=0

Figure 4.12: This plot shows the total energy of the alpha-dineutron configuration
of 6He as a function of d calculated with the Volkov V1 potential. The oscillator
parameters are both set equal to 0.53 fm−2 and the Majorana exchange parameter is
equal to 0.6.
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Figure 4.13: This plot displays the total energy of the alpha-dineutron configuration
of the 6He calculated with the Minnesota potential. The oscillator parameters are
both set equal to 0.53 fm−2 fm and the exchange parameter u is set equal to one.

4.1.5 Mean square radius

The mean square radius is a basic property of a nucleus reflecting its spatial extent.

Usually, there are two kinds of radius: the charge radius and matter radius. The

charge radius reflects the size of the proton distribution in the nucleus, and is the

more easily measured of the two, whereas the matter radius is the total size of the

nucleus. In some nuclei, these quantities may be the same, or very nearly the same,

but in 6He we expect a significant difference between them, because of its extended

neutrons.

Since the mean square radius is the size of the system, the location of the ori-

gin is very important. The radius must be properly referenced in order to supply a

meaningful answer. The single-particle wave functions were all re-written in terms of

differences in order to guarantee this. Before going into these details, however, the

operator itself has to be properly defined. We start with the matter radius, which is

72



the radius of all particles in the nucleus, referenced to its center-of-mass:

〈r2
m〉 =

1

A

A
∑

i

(ri −Rcm)2 , (4.52)

where Rcm is the coordinate of the center of mass, which is defined as

Rcm =
1

M

A
∑

i

miri =
1

A

A
∑

i

ri, (4.53)

where the far right section is the simplifying case where the mass of all constituent

particles is the same. With this definition, we can re-write eq.(4.52) as

A〈r2
m〉 =

A
∑

i

r2
i −

2

A

A
∑

i

ri

A
∑

j

rj +
1

A

A
∑

i

ri

A
∑

j

rj. (4.54)

In the later two sums, there are terms where i = j, which are like the one-body terms

in the first sum, therefore we can simplify this expression into two terms, one-body

and two-body:

A〈r2
m〉 =

A− 1

A

A
∑

i

r2
i −

2

A

A
∑

i<j

ri · rj. (4.55)

Thus we will need both one-body and two-body matrix elements for the matter radius

calculation.

For the charge radius, we will also need both kinds of matrix elements. We proceed

in a similar way as in the matter radius, but now we have to be careful and treat

protons and neutrons separately. We begin with:

〈r2
ch〉 =

1

Z

Z
∑

p

(rp −Rcm)2 , (4.56)

where we sum over protons this time (rp). By using the definition of Rcm, we once
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again have many sums:

Z〈r2
ch〉 =

Z
∑

p

r2
p −

2

A

Z
∑

p

rp

A
∑

i

ri +
Z

A2

A
∑

i

ri

A
∑

j

rj. (4.57)

We now re-group terms. In the second sum, there are three kinds of terms: one-body

proton terms (i = p), two-body proton terms (i is a proton, but not the same proton

as in the first sum), and proton neutron terms (i is a neutron):

2

A

Z
∑

p

rp

A
∑

i

ri =
2

A

(

Z
∑

p

p2 +
Z
∑

p6=p′

rprp′ +

Z,N
∑

pn

rprn

)

. (4.58)

The third sum in eq.(4.57) contains five terms, the three mentioned previously, plus

neutron one-body terms and neutron-neutron two-body terms:

Z

A2

A
∑

i

ri·
A
∑

j

rj =
Z

A2

(

Z
∑

p

r2
p +

N
∑

n

r2
n + 2

Z−1,Z
∑

p<p′

rp · rp′ + 2

N−1,N
∑

n<n′

rn · rn′ + 2

Z,N
∑

p,n

rp · rn

)

.

(4.59)

When we combine all these terms together, we obtain the following expression:

Z〈r2
ch〉 =

A2 − 2A+ Z

A2

Z
∑

p

r2
p +

Z

A2

N
∑

n

r2
n +

2Z − 4A

A2

Z−1,Z
∑

p<p′

rp · rp′ +
2Z

A2

N−1,N
∑

n<n′

rn · rn′

+
2Z − 2A

A2

Z,N
∑

p,n

rprn. (4.60)

Thus, even the charge radius is not independent of the neutrons.

We have the formulas for the expectation values, so we then introduce the new

framework in which we calculate radii. Starting in the body-fixed frame, we place two

clusters along the z-axis: an alpha cluster at z1, and a dineutron at z2 (z1 is usually

chosen to be 0, and z2 is moved in order to achieve the same effect as the parameter
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d in the previous sections). The single-particle wave functions are:

ψα(r) =
(ν

π

)3/4

exp
[

−ν/2
(

x2 + y2 + (z − z1)
)]

, (4.61)

φd(r) =
(ω

π

)3/4

exp
[

−ω/2
(

x2 + y2 + (z − z2)
)]

. (4.62)

The overlaps in this body-fixed frame are:

θα = θd = 1, (4.63)

θ12 =

(

2
√
νω

ν + ω

)3/2

exp

[

−νω (z1 − z2)
2

2 (ν + ω)

]

. (4.64)

We then determine the center of mass of this body-fixed frame system. The form

of the operator is given in eq.(4.53). We need only concern ourselves with the z-

coordinate, since the x and y center-of-mass coordinates are zero in the body-fixed

frame. Therefore, we must find the expectation value of the z-coordinate of the center-

of-mass. This is a one-body operator, so we use eq. (3.5)-eq.(3.9) with the following

matrix elements:

〈α|ZCM |α〉 = z1, (4.65)

〈d|ZCM |d〉 = z2, (4.66)

〈α|ZCM |d〉 = 〈d|ZCM |α〉 =
νz1 + ωz2

ν + ω
θ12. (4.67)

Thus we see the center-of-mass does not exactly correspond to what one would expect

from classical calculations. We would expect the center-of-mass to be located one-third

of the way from the alpha-particle to the dineutron cluster, but this is only true for

the case where the oscillator lengths are equal. If the lengths are different, the center

will move, albeit slightly, weighted by the spatial wave functions.

Now that we have the coordinates of the center-of-mass, (0,0,ZCM), we can go to

the rotated frame. We rotate about an axis parallel to the y-axis and passing through
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the center-of-mass point. The rotated single particle wave functions are:

|α̃〉 =
(ν

π

)3/4

exp

[

−ν y
2 + (x− (z1 − ZCM) sinϑ)2 + (z − (z1 − ZCM) cosϑ)2

2

]

,(4.68)

|d̃〉 =
(ω

π

)3/4

exp

[

−ωy
2 + (x− (z2 − ZCM) sinϑ)2 + (z − (z2 − ZCM) cosϑ)2

2

]

.(4.69)

The rotated overlaps are:

θα = exp

[

ν (z1 − ZCM)2

2
(x− 1)

]

, (4.70)

θd = exp

[

ω (z2 − ZCM)2

2
(x− 1)

]

, (4.71)

θ12 =

(

2
√
νω

ν + ω

)3/2

exp

[

−νω (z1−ZCM)2+(z2−ZCM)2−2x (z1−ZCM) (z2−ZCM)

2 (ν + ω)

]

.(4.72)

We remind the reader that x ≡ cosϑ.

We can now list the one-body matrix elements of the r2 operator. They are:

〈α|r2|α〉 =

(

3

2ν
+

(z1 − ZCM)2 (1 + x)

2

)

θα, (4.73)

〈d|r2|d〉 =

(

3

2ω
+

(z2 − ZCM)2 (1 + x)

2

)

θd, (4.74)

〈d|r2|α〉 = 〈α|r2|d〉 =
3

ν + ω
θ12

+
ν2 (z1−ZCM)2+ω2 (z2−ZCM)2+2νω (z1−ZCM) (z2−ZCM)x

(ν+ω)2 θ12.

(4.75)

The list of terms is now different, as it depends on whether it involves neutrons or

protons. The proton term is:

〈r2〉α = 〈α|r2|α〉2θα

(

θαθd − θ2
12

)2
. (4.76)
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The neutron one-body terms are:

〈r2〉α = 〈α|r2|α〉2θ2
αθd

(

θαθd − θ2
12

)

, (4.77)

〈r2〉d = 〈d|r2|d〉2θ3
α

(

θαθd − θ2
12

)

, (4.78)

〈r2〉12 = 〈α|r2|d〉4θ2
αθ12

(

θ2
12 − θαθd

)

, (4.79)

where in the last term we have simplified things slightly because the matrix element

is equal to its transpose.

The two-body matrix elements are:

〈αα|r1 · r2|αα〉 =
(z1 − ZCM)2 (1 + x)

2
θ2

α, (4.80)

〈dd|r1 · r2|dd〉 =
(z2 − ZCM)2 (1 + x)

2
θ2

d, (4.81)

〈αd|r1 · r2|dα〉 =
(z1 − ZCM) (z2 − ZCM) (1 + x)

2
θαθd, (4.82)

〈αα|r1 · r2|αd〉 =

[

ν (z1 − ZCM)2 + ω (z1 − ZCM) (z2 − ZCM)
]

(1 + x)

2 (ν + ω)
θαθ12, (4.83)

〈dd|r1 · r2|dd〉 =

[

ω (z2 − ZCM)2 + ν (z1 − ZCM) (z2 − ZCM)
]

(1 + x)

2 (ν + ω)
θdθ12, (4.84)

〈αα|r1 · r2|dd〉 =
ν2(z1−ZCM)2+ω2(z2−ZCM)2+2νω(z1−ZCM)(z2−ZCM)x

(ν + ω)2 θ2
12,

(4.85)

〈αd|r1 · r2|αd〉 =
2νω(z1−ZCM)(z2−ZCM)+

(

ν2(z1−ZCM)2+ω2(z2−ZCM)2)x

(ν + ω)2 θ2
12.

(4.86)

We have three lists of terms to present: proton-proton, neutron-neutron, and neutron-

proton. First, we list the proton-proton term:

〈r1 · r2〉α = 〈αα|r1 · r2|αα〉
(

θαθd − θ2
12

)2
. (4.87)
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The neutron-neutron terms are:

〈r1 · r2〉α = 〈αα|r1 · r2|αα〉θ2
αθ

2
d, (4.88)

〈r1 · r2〉d = 〈dd|r1 · r2|dd〉θ4
α, (4.89)

〈r1 · r2〉αααd = −〈αα|r1 · r2|αd〉4θ2
αθdθ12, (4.90)

〈r1 · r2〉α2d2 = 〈αd|r1 · r2|dα〉2θ2
α

(

2θαθd − θ2
12

)

, (4.91)

〈r1 · r2〉dddα = −〈dd|r1 · r2|dα〉4θ3
αθ12, (4.92)

〈r1 · r2〉αdαd = 〈αα|r1 · r2|dd〉2θ2
αθ

2
12, (4.93)

〈r1 · r2〉αddα = 〈αd|r1 · r2|αd〉2θ2
α

(

2θ2
12 − θαθd

)

. (4.94)

The neutron-proton terms are:

〈r1 · r2〉α = 〈αα|r1 · r2|αα〉4
(

θ2
αθ

2
d − θ2

12θαθd

)

, (4.95)

〈r1 · r2〉αααd = 〈αα|r1 · r2|αd〉8θαθ12

(

θ2
12 − θαθd

)

, (4.96)

〈r1 · r2〉α2d2 = 〈αd|r1 · r2|dα〉4θ2
α

(

θαθd − θ2
12

)

. (4.97)

All the terms required to calculate the matter radius and charge radius of the

alpha-dineutron of 6He have been obtained. We calculate this radius for the set of

parameters given by a minimization of the expectation value of the Hamiltonian with

respect to the three parameters of the calculation (d, ν, ω), as there is not a minimum

principle for the radii. After a number is obtained from the formulae above, there is

one last adjustment that needs to be made. The number obtained from the formulae

in this section is for point-like nucleons. In order to obtain a number that the fact

that the individual nucleons have a finite size, we use the following formula for the

charge radius(see, for example [49], but without the Darwin-Foldy contribution):

〈r2
ch〉 = 〈r2

p〉 + 〈R2
p〉 +

N

Z
〈R2

n〉, (4.98)
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where 〈r2
p〉 is the number calculated using the methods presented in this section, 〈R2

p〉

is the proton charge radius which is
√

R2
p = 0.895 fm [50] and 〈R2

n〉 is the charge

radius of the neutron, which is 〈R2
n〉 = −0.120 fm2 [51]. For the matter radius, we use

the same formula, but neglect the negative neutron contribution.

This concludes the section on the various radii calculated for the alpha-dineutron

configuration of 6He. We move on to the cigar configuration.

4.2 Cigar configuration

The cigar configuration is pictured in Figure 3.2. The single-particle wave functions

are:

ψα(r) =
(ν

π

)3/4

exp
(

−νr2/2
)

, (4.99)

φ±(r) =
(ω

π

)3/4

exp
[

−ω
2

(r ∓ d)2
]

, (4.100)

where ψα is a constituent of the alpha particle with oscillator parameter ν, and φ± is

the neutron on the right (+) or left (-) of the alpha particle, with oscillator parameter

ω. The parameter d reflects the distance between the alpha particle and the external

neutrons. As before, d is taken to lie along the z-axis. Also as in the previous section,

we show one-particle density plots of this configuration. In Figure 4.14, we see the

density plot with oscillator parameters equal to each other. Figure 4.15 shows the

same quantity but with ω larger than ν, and Figure 4.16 shows the one-particle

density with ω smaller than ν. The distance parameter d, was once again set to 2.5

fm. This value was chosen for demonstration purposes only.

All other expectation values, of course, are calculated in the rotated system. The
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Figure 4.14: Shown here is the one-particle density of the cigar configuration. It is
pictured in the xz plane. In this picture, the oscillator lengths are both equal to 0.53
fm−2 and d (the distance between the alpha particle and an external particle) is set
to 2.5 fm. The alpha particle is located at the origin, and is flanked by both external
neutrons.
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Figure 4.15: The one-particle density of the cigar configuration with unequal oscillator
parameters. The alpha oscillator parameter, ν, is set equal to 0.53 fm−2, and the
external neutron parameter, ω, is set equal to 0.68 fm−2.
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Figure 4.16: The one-particle density of the cigar configuration with ν=0.53 fm−2 and
ω=0.41 fm−2.

rotated single particle wave functions are:

ψα(x, y, z) =
(ν

π

)3/4

exp
[

−ν(x2 + y2 + z2)/2
]

, (4.101)

φ±(x, y, z) =
(ω

π

)3/4

exp

[−ω
2

(

x2 ∓ 2xd sinϑ+ y2 + z2 ∓ 2zd cosϑ+ d2
)

]

. (4.102)

The overlaps of the system are:

θα = 〈α|α̃〉 = 1, (4.103)

θn = 〈±|±̃〉 = exp
[

ωd2 (x− 1) /2
]

, (4.104)

θ± = 〈±|∓̃〉 = exp
[

−ωd2 (x+ 1) /2
]

, (4.105)

θ12 = 〈±|α̃ = 〈α|±̃〉 =

(

2
√
νω

ν + ω

)3/2

exp

[

− νωd2

2(ν + ω)

]

, (4.106)

where x ≡ cosϑ. Once again, when d is zero, all the overlaps are equal to one (if

ν = ω). Which causes the norm, eq.(3.23) (reproduced below), to have zero in its
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denominator:

1

2θ2
α [θ2

α (θ2
n + θ2

±) + 2θ4
12 − 2θ2

12θα (θn + θ±)]
.

As discussed before, this is a consequence of trying to put four identical fermions at

the same spatial location.

We move on to calculating the matrix elements between rotated wave functions,

beginning with the kinetic energy. As before, tildes in kets will no longer be indicated,

as all wave functions in the ket are understood to be rotated with respect to the wave

functions in the bra.

4.2.1 Kinetic energy

We start with expectation values of the operators in the Hamiltonian, eq.(4.12). The

first of these operators deal with the kinetic energy. The first being the sum of the

one-body kinetic energies, and the second correcting for the center-of-mass motion.

The matrix elements of the one-body kinetic energy operator (eq.(4.13)) are:

〈α|T |α〉 =
3ν

2
, (4.107)

〈±|T |±〉 = ωθn

[

3

2
+

(x− 1)ωd2

2

]

, (4.108)

〈±|T |∓〉 = ωθ±

[

3

2
− (x+ 1)ωd2

2

]

, (4.109)

〈±|T |α〉 = 〈α|T |±〉 =
νω

ν + ω
θ12

(

3 − νω

ν + ω
d2

)

. (4.110)

As in the previous configuration, the factor ~
2/2m has been suppressed. These matrix

elements are plugged into eqs.(3.25)-(3.29) to obtain the one-body contribution to the

kinetic energy.

The center-of-mass correction to kinetic energy was discussed at length in the

section on the alpha-dineutron configuration (following eq.(4.17)). All that remains

for us to do here is to enumerate the terms pertaining to the cigar configuration. We
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list here the matrix elements of the momentum operator:

〈α|p|α〉 = 0, (4.111)

〈±|p|±〉 = ±ω
ı
θn
d

2
[sinϑx̂ + (cosϑ− 1) ẑ] , (4.112)

〈±|p|∓〉 = ∓ω
ı
θ±
d

2
[sinϑx̂ + (1 + cosϑ) ẑ] , (4.113)

〈±|p|α〉 = ∓ νωd

ı (ν + ω)
θ12ẑ, (4.114)

〈α|p|±〉 = ± νωd

ı (ν + ω)
θ12 (sinϑx̂ + cosϑẑ) . (4.115)

The scalar product of these terms is taken and then inserted into the correct term in

the list of two-body terms found in eqs.(3.30)-(3.44). Since the first matrix element,

eq.(4.111), vanishes, many of the terms vanish.

In Figure 4.17, we show the total kinetic energy contribution to the Hamiltonian

of the cigar configuration. Like in the result for the alpha-dineutron configuration

(Figure 4.5), the small d limit shows an increase in the kinetic energy (because two

neutrons are forced into higher orbits) and degeneracy between the J = 0 and J = 2

levels. The large d limit corresponds to the kinetic energy of the alpha particle and

two free neutrons. An interesting difference between Figure 4.17 and Figure 4.5 is that

in the cigar configuration, no odd waves appear. This is due to the higher symmetry of

the cigar configuration. For example, if one considers only the two external neutrons

(which is reasonable since the alpha particle has all angular momentum quantum

numbers equal to zero), we must obey the rule for two nucleons, that (−1)L+S+T = −1,

or that L+S+T must be odd. Since the two particles are neutrons, that means T = 1,

and by construction, they are in the singlet spin state (S = 0), thus the only way to

fulfill the condition is to have L be even.

Another check on the calculation, is that at d = 0, we have six particles at the

same point, and the results should be independent of how they got there. In other

words, the values at d = 0 should be the same for d = 0 for the cigar configuration and
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Figure 4.17: The total kinetic energy in the cigar configuration of 6He is shown here.
The contribution from the center-of-mass motion has been removed. This plot was
obtained with both oscillator parameters equal to 0.53 fm−2.

the alpha-dineutron configuration. Upon examining the figures, one can see that this

is true. The J = 0 and J = 2 degenerate level comes in at just under 108 MeV (107.6

MeV to be precise), and the J = 4 level is at 133 MeV in both pictures. One might

make the observation, that the J = 1 and J = 3 levels certainly do not correspond in

both configurations, but this is not a problem. In order for the cigar configuration to

produce J = 1 and J = 3 levels at d = 0, there would have to be a sudden break in

the symmetry at that value of d. Similarly, for the inverse to be the case, those levels

would have to disappear for the alpha-dineutron configuration just at d = 0, and this

sudden creation or destruction of symmetry is not a part of this theory.

4.2.2 Interaction

We turn now to the two-body interactions used in the cigar configuration. The inter-

actions used for 6He were discussed at length in section 4.1.3, so here we can move

on directly to the matrix elements. As before, if a matrix element is equal to its
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transpose, it will be listed with a subscript- “+” following the matrix element. Also,

some matrix elements come in pairs in which the only difference is the sign of the

angle term. We will exploit this fact for brevity, and indicate it by the expression

B = A(x→ −x). The matrix elements for the Volkov potentials are:

〈αα|V |αα〉 =Va

(

να2

να2 + 2

)3/2

, (4.116)

〈α± |V | ± α〉 =Va

(

νωα2

νωα2 + ν + ω

)3/2

exp

[

−ω (να2 + 1) (1 − x) + 2ν

2 (νωα2 + ν + ω)
ωd2

]

,

(4.117)

〈α± |V | ∓ α〉 =〈α ± |V | ± α〉(x→ −x), (4.118)

〈αα|V |α±〉+ =Va

(

2να2
√
νω

D(ν, ω)

)3/2

exp

[

−(να2 + 3) νωd2

2D(ν, ω)

]

, (4.119)

〈∓ ± |V | ± α〉+ =Va

(

2ωα2
√
νω

D(ω, ν)

)3/2

× exp

[

−(ω2α2 + νωα2) (1 − x) + νωα2 + 3ν + 8ω

2D(ω, ν)
ωd2

]

, (4.120)

〈∓ ± |V | ∓ α〉+ =〈∓ ± |V | ± α〉+(x→ −x), (4.121)

where D(a, b) is defined in eq.(4.31). Continuing:

〈± ∓ |V | ∓ ±〉 =Va

(

ωα2

ωα2 + 2

)3/2

exp

[

−ωα
2 (1 − x) + 4

ωα2 + 2
ωd2

]

, (4.122)

〈± ∓ |V | ± ∓〉 =〈± ∓ |V | ∓ ±〉(x→ −x), (4.123)

〈± ∓ |V |αα〉+ =Va

(

4νωα2

(ν + ω) (να2 + ωα2 + 4)

)3/2

exp

[

− να2 + 4

να2 + ωα2 + 4
ωd2

]

,

(4.124)
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〈±α|V | ± α〉 =Va

(

4νωα2

(ν + ω) (να2 + ωα2 + 4)

)3/2

× exp

[

−2ω (1 − x) + ν (να2 + ωα2 + 4)

(ν + ω) (να2 + ωα2 + 4)
ωd2

]

, (4.125)

〈±α|V | ∓ α〉 =〈±α|V | ± α〉(x→ −x). (4.126)

These matrix elements are put alongside the appropriate overlap expression from

eq.(3.30)-(3.44) and summed together. This is for the terms proportional to 1−m in

the Volkov potential, or to u/2 in the Minnesota potential. The Majorana exchange

operator shuffles many terms among themselves in the cigar configuration. Eq.(4.117)

is switched with eq.(4.125) and eq.(4.118) is switched with eq.(4.126) when one inserts

matrix elements into the list starting with eq.(3.30). The Majorana exchange oper-

ator also switches eq.(4.122) with eq.(4.123) and eq.(4.120) with eq.(4.121), but the

overlap terms that accompany these pairs of matrix elements are the same (eqs.(3.43)

with(3.44) and (3.35)-(3.38), respectively), so the Majorana operator has no net effect

in these instances.

The expectation value of the Volkov potential is shown in Figure 4.18 for V1 and

in Figure 4.19 for V2. They are similar to the pictures for the alpha-dineutron con-

figuration, save for the absence of odd waves. The J = 4 level is bound much more

weakly, and J = 0 and J = 2 are bound much more tightly, with a very small separa-

tion between the two of them. The potential energy of the cigar configuration seems

to fall off faster than in the alpha-dineutron configuration, because as d increases,

not only are the external neutrons moving away from the alpha particle, they are

also moving away from each other, which is not the case in the other configuration.

The large d limit here contains only the potential energy within the alpha particle,

as the two neutrons do not attract each other at large distances. As before, there is

not much difference between V1 and V2, except near d = 0.

As with the kinetic energy, we can compare the potentials in both configurations

at d = 0. The first two levels look to be at the same value, and they are to many
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Figure 4.18: Plotted here is the expectation value as a function of d of the Volkov V1
interaction in the cigar configuration of 6He. In this plot, the oscillator lengths were
both set equal to 0.53 fm−2, and the Majorana exchange parameter was set equal to
0.6.
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Figure 4.19: Displayed here is the expectation value of the Volkov V2 potential for
three different levels of the cigar configuration of 6He. These results were produced
with both oscillator parameters equal to 0.53 fm−2 and the Majorana exchange pa-
rameter equal to 0.6.

87



digits (-117.9 and -116.78 MeV, respectively, for the V1 expectation value), but the

J = 4 levels don’t appear to agree (-104.7 MeV for the alpha-dineutron configuration

and -97.8 MeV for the cigar). They agree better with the Majorana part of the

interaction turned off (-138.1 MeV for the alpha-dineutron case and -139.4 for the cigar

configuration), but the lack of agreement is puzzling. Many checks were performed,

including calculating the Majorana effects with the operator in its alternate form,

eq.(4.38), but this did not change the results. This behavior of the highly excited

state is not yet fully understood.

We now turn to the Minnesota potential. The general form of the potential was

written in eq.(4.39). The form factors are all Gaussian:

Vk(rij) = Vk exp
(

−κir
2
ij

)

. (4.127)

One can use the matrix elements listed in eq.(4.116)-eq.(4.126) with the substitution

κi = 1/α2 and the appropriate magnitude instead of Va. We do, however, have to

re-write the general cigar two-body matrix elements (eqs.(3.30)-(3.44)) in terms of

singlet and triplet spin terms. The terms listed in eqs.(3.30)-(3.44) can be used for
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the repulsive term in the Minnesota potential. The singlet terms are:

〈Vs〉α = 〈αα|Vs|αα〉
[

2θ2
α

(

θ2
n + θ±

)

+ 2θ4
12 − 2θ2

12θα (θn + θ±)
]

,(4.128)

〈Vs〉α2n2 = 〈α± |Vs| ± α〉
(

3θ3
αθn − θ2

αθ
2
12

)

, (4.129)

〈Vs〉α2±2 = 〈α± |Vs| ∓ α〉
(

3θ3
αθ± − θ2

αθ
2
12

)

, (4.130)

〈Vs〉αααn = 〈Vs〉nααα = 〈αα|Vsα±〉
[

2θ3
12θα − 3θ2

αθ12 (θn + θ±)
]

, (4.131)

〈Vs〉±2∓α = 〈Vs〉α∓±2 = −2〈∓ ± |Vs| ± α〉θ3
αθ12, (4.132)

〈Vs〉α∓∓± = −2〈Vs〉α∓±2 = 〈∓ ± |Vs| ∓ α〉θ3
αθ12, (4.133)

〈Vs〉α+α− = 〈Vs〉+α−α = 〈αα|Vs| + −〉2θ2
αθ

2
12, (4.134)

〈Vs〉α±±α = 〈α± |Vs|α±〉2θαθ12, (4.135)

〈Vs〉α±∓α = 〈α∓ |Vs|α±〉2θαθ12, (4.136)

〈Vs〉n = 〈± ∓ |Vs| ∓ ±〉θ4
α, (4.137)

〈Vs〉± = 〈± ∓ |Vs| ± ∓〉θ4
α. (4.138)

There triplet terms are:

〈Vt〉α = 〈αα|Vt|αα〉
[

2θ2
α

(

θ2
n + θ±

)

− 2θ2
12θα (θn + θ±)

]

,(4.139)

〈Vt〉α2n2 = 〈α± |Vt| ± α〉
(

5θ3
αθn − 5θ2

αθ
2
12

)

, (4.140)

〈Vt〉α2±2 = 〈α± |Vt| ∓ α〉
(

5θ3
αθ± − 5θ2

αθ
2
12

)

, (4.141)

〈Vt〉αααn = 〈Vt〉nααα = 〈αα|Vtα±〉
[

6θ3
12θα − 3θ2

αθ12 (θn + θ±)
]

, (4.142)

〈Vt〉α±±α = 〈α± |Vt|α±〉
(

2θαθ12 − 2θ3
αθn

)

, (4.143)

〈Vt〉α±∓α = 〈α∓ |Vt|α±〉
(

2θαθ12 − 2θ3
αθ±
)

. (4.144)

The exchange operator in eq.(4.39) switches the same terms as in the Volkov poten-

tials.

The expectation value of the Minnesota potential as a function of d is shown

89



0 2 4 6 8 10

-110

-100

-90

-80

dHfmL

<
V
>
HM

eV
L

J=4

J=2

J=0

Figure 4.20: Plotted here is the expectation value of the Minnesota potential in the
cigar configuration of 6He. These results were obtained with the oscillator lengths
both equal to 0.53 fm−2, and the exchange parameter, u, equal to one.

in Figure 4.20. The plot is similar to the plot in the alpha-dineutron configuration

(Figure 4.11), except that the odd levels are missing. The first two levels, J = 0 and

J = 2, are very close together, and J = 4 is much less bound than the first two

levels. At d = 0, as before we see agreement with the alpha-dineutron configuration

in the values of the potential for the first two levels (-116.7 MeV and -117.0 MeV),

but the J = 4 levels do not coincide (-100.8 MeV in the alpha-dineutron configuration

and -99.3 MeV for the cigar configuration), but they are closer than with the Volkov

potential.

4.2.3 Total energy

We now turn to the sum of the results of the kinetic energy and potential energy, which

is the total energy of the cigar configuration. In Figure 4.21, we show the total energy

as a function of d obtained with the Volkov V1 potential. Here we see again bound

behavior for only J = 0 and J = 2, but at a much higher energy than for the alpha-
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Figure 4.21: Shown here is the total energy of the cigar configuration, with the Volkov
V1 potential used as the interaction. For this plot, the oscillator parameters were both
equal to 0.53 fm−2, and the Majorana exchange parameter is 0.6.

dineutron configuration (Figure 4.12). The J = 2 excited state appears to be a bound

excited state rather than a resonance, which was the case in the other configuration.

The large d energy corresponds to the total energy of an alpha particle and two free

neutrons, which is why it is different than the large d limit of the alpha-dineutron

configuration. At small d, the first two levels correspond in both configurations, but

J = 4 does not, for reasons noted in the section on the potential. Figure 4.22 shows

the total energy calculated with the Volkov V2 interaction. The picture is very similar

to the previous plot, except the energies are slightly lower.

Figure 4.23 shows the same quantity calculated with the Minnesota potential.

This spectrum is similar to the other two. It is perhaps the highest in energy, and

the first two states are closer to each other than with the Volkov potentials. It also

has the same d = 0 behavior as the Volkov potentials: agreement for J = 0, 2 and a

mismatch for J = 4.

This concludes the discussion of the operators that make up the Hamiltonian. We
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Figure 4.22: Plotted here is the total energy of the cigar configuration, with the Volkov
V2 potential used as the interaction. For this plot, the oscillator parameters were both
equal to 0.53 fm−2, and the Majorana exchange parameter is 0.6.
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Figure 4.23: This plot shows the total energy spectrum of the cigar configuration
obtained with the Minnesota potential. In this plot, the oscillator parameters are
both equal to 0.53 fm−2, and the exchange parameter, u, is equal to one.
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now move on to the discussion of other calculations in the cigar configuration.

4.2.4 Mean square radius

In the previous configuration, we had to re-write the coordinates in order to carefully

determine the center-of-mass. In the cigar configuration, this is not necessary. Due

to its high symmetry, the single-particle wave functions (eqs.(4.101)-(4.102)) do not

have to be re-written. The alpha particle is always at the center-of-mass. The form

of the operators for the matter radius and charge radius remain the same (eqs.(4.55)

and (4.60), respectively).

We begin, then, with the one-body matrix elements:

〈α|r2‖α〉 =
3

2ν
, (4.145)

〈±|r2|±〉 = θn

[

3

2ω
+
d2 (1 + x)

2

]

, (4.146)

〈±|r2|∓〉 = θ±

[

3

2ω
+
d2 (1 − x)

2

]

, (4.147)

〈±|r2|α〉 = 〈α|r2|±〉 = θ12

[

3

ν + ω
+

ω2

(ν + ω)2d
2

]

. (4.148)

We must separate the one-body terms into proton and neutron terms. The proton

term is:

〈r2〉p = 〈α|r2|α〉θα

[

θ2
α

(

θ2
n + θ2

±

)

+ 2θ4
12 − 2θ2

12θα (θn + θ12)
]

(4.149)
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The neutron terms are:

〈r2〉α = 〈α|r2|α〉θ2
α

[

θα

(

θ2
n + θ2

±

)

− θ2
12 (θn + θ±)

]

, (4.150)

〈r2〉n = 〈±|r2|±〉θ3
α

(

θαθn − θ2
12

)

, (4.151)

〈r2〉± = 〈±|r2|∓〉θ3
α

(

θαθ± − θ2
12

)

, (4.152)

〈r2〉α± = 〈α|r2|±〉2θ2
αθ12

[

2θ2
12 − θα (θn + θ±)

]

, (4.153)

〈r2〉±α = 〈±|r2|α〉2θ2
αθ12

[

2θ2
12 − θα (θn + θ±)

]

. (4.154)

Those are summed together with the proper coefficients shown eqs.(4.55) and (4.60).

The two-body matrix elements are formed from the scalar products of the one-

body matrix elements 〈r1〉 · 〈r2〉. They are:

〈±|r|±〉 · 〈∓|r|∓〉 = −θ2
n(1 + x)d2/2, (4.155)

〈±|r|∓〉 · 〈∓|r|±〉 = θ2
±(x− 1)d2/2, (4.156)

〈±|r|±〉 · 〈∓|r|α〉 = −θnθ12
ωd2

2(ν + ω)
(1 + x), (4.157)

〈±|r|±〉 · 〈α|r|∓〉 = −θnθ12
ωd2

2(ν + ω)
(1 + x), (4.158)

〈±|r|∓〉 · 〈∓|r|α〉 = θ±θ12
ωd2

2(ν + ω)
(x− 1), (4.159)

〈±|r|∓〉 · 〈α|r|±〉 = θ±θ12
ωd2

2(ν + ω)
(x− 1), (4.160)

〈α|r|±〉 · 〈α|r|∓〉 = −θ2
12

ω2d2

(ν + ω)2 , (4.161)

〈±|r|α〉 · 〈∓|r|α〉 = −θ2
12

ω2d2

(ν + ω)2 , (4.162)

〈α|r|±〉 · 〈±|r|α〉 = θ2
12

ω2d2

(ν + ω)2x, (4.163)

〈α|r|∓〉 · 〈±|r|α〉 = −θ2
12

ω2d2

(ν + ω)2x. (4.164)

There are no terms involving the direct alpha terms (〈α|r|α〉), because the alpha is

at the origin and this matrix element is zero. Because of this fact, the only two-body
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terms are neutron-neutron terms. They are:

〈r1 · r2〉n = 〈±|r|±〉 · 〈∓|r|∓〉θ4
α, (4.165)

〈r1 · r2〉± = 〈±|r|∓〉 · 〈∓|r|±〉θ4
α, (4.166)

〈r1 · r2〉±2∓α = −〈±|r|±〉 · 〈∓|r|α〉2θ3
αθ12, (4.167)

〈r1 · r2〉±2α∓ = −〈±|r|±〉 · 〈α|r|∓〉2θ3
αθ12, (4.168)

〈r1 · r2〉±∓∓α = −〈±|r|∓〉 · 〈∓|r|α〉2θ3
αθ12, (4.169)

〈r1 · r2〉±∓α± = −〈±|r|∓〉 · 〈α|r|±〉2θ3
αθ12, (4.170)

〈r1 · r2〉α±α∓ = 〈α|r|±〉 · 〈α|r|∓〉2θ2
αθ

2
12, (4.171)

〈r1 · r2〉±α∓α = 〈±|r|α〉 · 〈∓|r|α〉2θ2
αθ

2
12, (4.172)

〈r1 · r2〉α±α∓ = 〈α|r|±〉 · 〈α|r|∓〉2θ2
αθ

2
12, (4.173)

〈r1 · r2〉α±±α = 〈α|r|±〉 · 〈±|r|α〉2
(

2θ2
αθ

2
12 − θ3

αθn

)

, (4.174)

〈r1 · r2〉α±∓α = 〈α|r|±〉 · 〈∓|r|α〉2
(

2θ2
αθ

2
12 − θ3

αθ±
)

. (4.175)

These terms are summed together and divided by the normalization in order to obtain

the matter or charge radius in the cigar configuration.

4.3 Electromagnetic transitions

Electromagnetic processes connect the various states of a nucleus. When an excited

state decays to the ground state, or when a nucleus is excited into one of its higher

levels, the nucleus emits or absorbs an electromagnetic wave. This process has been

studied in great length and all details can be found in any text on nuclear physics,

such as [10] or [52]. We will just give a brief summary of the theory here.
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4.3.1 Background

We are interested in the transition probability, Tfi, between an initial and final state

(which is the reciprocal of the lifetime for transition from an excited state to a lower

state):

Tfi =
8π

~

λ+ 1

λ [(2λ+ 1)!!]2
k2λ+1|〈f |Oλµ|i〉|2, (4.176)

where k is the wave vector of the emitted or absorbed gamma ray, and OLM is the

operator, electric or magnetic, which connects the initial and final states. We now

separate OLM into magnetic and electric components:

Oλµ = Eλµ + Mλµ, (4.177)

where

Eλµ =
A
∑

j=1

ejr
λ
j Yλµ (Ω) , (4.178)

and

Mλµ = µN

A
∑

j=1

[

2

λ+ 1
g

(j)
ℓ ℓj + g(j)

s sj

]

· ∇
[

rλ
j Yλµ (Ω)

]

, (4.179)

where ej is the charge of the particle, µN is the nuclear magneton, µN = e~/2mpc,

gℓ and gs are the orbital and spin gyromagnetic ratios, respectively, ℓ is the orbital

angular momentum of the particle and s is the spin angular momentum of the particle.

The two operators have different selection rules with respect to the parity of the

transition. For electric transitions, πfπi = (−1)λ, and for magnetic transitions, πfπi =

(−1)λ−1. Thus, for each pair of initial and final states and given λ, only one type is

allowed.

Now that we have the operators divided into electric and magnetic multipoles, we

would like to separate out the phase space and kinematic factors in eq.(4.176). We
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can sum over µ and the final state angular momentum projections to obtain:

Tfi =
8π

~

λ+ 1

λ [(2λ+ 1)!!]2
k2λ+1B(Oλµ), (4.180)

where

B(Oλµ) =
∑

µMf

|〈f ; JfMf |O(λµ)|i; JiMi〉|2. (4.181)

We call B(Oλµ) the reduced transition probability, and it is the quantity that we will

calculate here.

4.3.2 Applied to 6He

In the case of 6He, we are talking about the transition between the J = 0 ground

state and the J = 2 excited state. Since the parity of both of these states is positive,

the lowest multipolarity that can connect the states is an E2, electric quadrupole.

Thus, we want to calculate the B(E2) for this transition. First, we must see how a

tensor operator works in our rotated system.

We begin with the tensor operator, Okq, an irreducible tensor of rank k, and we

want to find the matrix element:

〈ψL′M ′(ℜ′)|Okq|ψLM(ℜ)〉 =

∫∫

DL′∗
M ′0(ℜ′)DL

M0(ℜ)〈ℜ̂′ψ|Okq|ℜ̂ψ〉dℜ′dℜ. (4.182)

Remember that in 6He, the L-value of the projection is the same as the J-value for the

state, since the only angular momentum in that system is orbital angular momentum.

We then rewrite the matrix element as:

〈ℜ̂′ψ|Okq|ℜ̂ψ〉 = 〈ψ|ℜ̂′−1Okqℜ̂|ψ〉. (4.183)
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Since Okq is a tensor operator, we know that

ℜ̂′−1Okqℜ̂′ =
∑

q′′

Okq′′D
k
q′′q(ℜ′−1). (4.184)

We then insert ℜ̂′ℜ̂′−1 into the matrix element in order to use this relation:

〈ψ|ℜ̂′−1Okqℜ̂′|ℜ̂′−1ℜ̂ψ〉 =
∑

q′′

Dk∗
qq′′(ℜ′)〈ψ|Okq′′ |ℜ̂′−1ℜ̂ψ〉. (4.185)

We then use the definition ℜ̂′
−1ℜ̂ ≡ ℜ̂′′ and rewrite the full equation (RHS of

eq.(4.182)) as

〈ψL′M ′(ℜ′)|Okq|ψLM(ℜ)〉 =

∫∫

∑

q′′

DL′∗
M ′0(ℜ′)Dk∗

qq′′(ℜ′)DL
M0(ℜ′ℜ′′)〈ψ|Okq′′ |ℜ̂′′ψ〉dℜ′dℜ′′.

(4.186)

By using the same relation as in eq.(2.40), we work on performing the first integration

(over ℜ′):

∫

DL′∗
M ′0(ℜ′)Dk∗

qq′′(ℜ′)DL
MM ′′(ℜ′)dℜ′ =

= (−1)q′′−q 8π2

2L′ + 1
CL′M ′

LMk−qC
L′0
LM ′′k−q′′ . (4.187)

We can now write the final general formula for the expectation value of tensor oper-

ators in our rotated coordinate system:

〈ψL′M ′(ℜ′)|Okq|ψLM(ℜ)〉 =
8π2

2L′ + 1

∑

q′′M ′′

(−1)q′′−qCL′M ′

LMk−qC
L′0
LM ′′k−q′′

×
∫

DL
M ′′0(ℜ′′)〈ψ|Okq′′ |ℜ′′ψ〉dℜ′′. (4.188)

We then look at eq.(4.188) for an E2 transition between initial state J = 0 and
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final state J = 2. For this transition, eq.(4.188) becomes

〈ψ2M ′(ℜ′)|
∑

i

eir
2
i Y20|ψ00(ℜ)〉 =

8π2

5

∑

q′′M ′′

(−1)q′′C2M ′

00,20C
20
0M ′′,2−q′′

×
∫

D0
M ′′0(ℜ′′)〈ψ|

∑

i

eir
2
i Y20|ℜ̂′′ψ〉dℜ′′. (4.189)

Here, we chose to only do the calculation with Y20, because of the powerful Wigner-

Eckart theorem [53,54], which states:

〈njm|Tkq|n′j′m′〉 = Cjm
kq,j′m′〈nj‖Tk‖n′j′〉, (4.190)

where Tk is a tensor operator of rank k, and n stands for all other quantum numbers.

Once a calculation has been made for one particular Tkq, all others in the multiplet can

be obtained with Clebsch-Gordan coefficients. This is especially easy in our specific

case since all the Clebsch-Gordan coefficients are equal to one.

Resuming, we perform the sums over q′′ and M ′′ and obtain:

=
8π2

5

∫

D0
00(ℜ′′)δ0M ′〈ψ|

∑

i

eir
2
i Y20|ℜ̂′′ψ〉dℜ′′. (4.191)

We then integrate over the Euler angles α and γ, which leads us to the final result:

=
32π4

5

∫

〈ψ|
∑

i

eir
2
i Y20|ℜ̂′′ψ〉d(cosϑ). (4.192)

Everything is now in terms of the er2Y20 matrix elements. The form of the operator

is (in the lab frame):

er2Y20(x, y, z) = e

√

5

16π

(

2z2 − x2 − y2
)

. (4.193)

This operator requires that the distances be taken from the center-of-mass of the

system. Though the sum is over charge, the neutrons contribute through the recoil of
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the center-of-mass. Thus, we have the same collection of terms as was derived in the

discussion of the charge radius (eq.(4.60)).

The expectation value of the operator in eq.(4.193) must be calculated for all pos-

sible transitions, that is, alpha-dineutron to alpha-dineutron, cigar to cigar, and both

cross terms. We start first with the alpha-dineutron to alpha-dineutron transition.

Alpha-dineutron to alpha-dineutron

The notation for the parameters is the following: all parameters will have a subscipt

indicating the state in which they belong, zero for the ground state, and 2 for the

excited state. Greek letters indicate the alpha-dineutron configuration, and Latin

letters indicate the cigar configuration. We will also use the notation introduced in

the radii section in the alpha-dineutron section for referring to particle locations

(eq.(4.61)). For the coordinates themselves, z1 and z2 refer to the ground state, and

primed coordinates refer to the excited state. The center-of-mass is also different in

the excited state, but we need a common reference point in order to properly perform

the calculations. Thus, we need the location of the alpha particle and dineutron, z′1

and z′2, respectively, in terms of the center-of-mass of the ground state, Z, and the

distance between the alpha and dineutron, d′. In order to obtain expressions for z′1

and z′2, we use the definition of the center-of-mass, eq.(4.53), and the simple relation

d′ = z′2 − z′1. From these two equations, we obtain the relation for z′1 and z′2:

z′2 =
d′(ν2 + ω2)[2 − (θ′12)

2] − 2ν2(θ
′
12)

2 + 3Z(ν2 + ω2)[1 − (θ′12)
2]

3(ν2 + ω2)[1 − (θ′12)
2]

, (4.194)

z′1 =
2ω2z

′
2(θ

′
12)

2 + (ν2 + ω2)[3Z(1 − (θ′12)
2) − z′2]

(ν2 + ω2)[2 − (θ′12)
2] − 2ν2(θ12)2

, (4.195)

where θ′12 is the overlap between the two centers in the excited state. The definition

for z′1 is recursive, but we keep it this way for the sake of brevity.

Before listing the matrix elements, we need to list the overlaps for the transitions.
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The overlaps are:

〈α2|α0〉 =

(

2
√
ν0ν2

ν0 + ν2

)3/2

exp [−F (ν0, ν2, z1, z
′
1)] , (4.196)

where

F (a, b, zi, z
′
i) =

ab [(zi − Z)2 + (z′i − Z)2 − 2x(zi − Z)(z′i − Z)]

2(a+ b)
. (4.197)

Continuing:

〈d2|d0〉 =

(

2
√
ω0ω2

ω0 + ω2

)3/2

exp [−F (ω0, ω2, z2, z
′
2)] , (4.198)

〈d2|α0〉 =

(

2
√
ν0ω2

ν0 + ω2

)3/2

exp [−F (ν0, ω2, z1, z
′
2)] , (4.199)

〈α2|d0〉 =

(

2
√
ω0ν2

ν2 + ω0

)3/2

exp [−F (ω0, ν2, z2, z
′
1)] . (4.200)

We can proceed now with the matrix elements. All terms should be multiplied

by the prefactor e
√

5
16π

, that will not be written in the following expressions. The

one-body terms are:

〈α2|er2Y20|α0〉 = θααf(ν0, ν2, z1, z
′
1), (4.201)

where

f(a, b, zi, z
′
i) =

a2(zi − Z)2(3x2 − 1) + 2b2(z′i − Z) + 4abx(zi − Z)(z′i − Z)

(a+ b)2
(4.202)
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Resuming:

〈d2|er2Y20|d0〉 = θddf(ω0, ω2, z2, z
′
2), (4.203)

〈d2|er2Y20|α0〉 = θdαf(ν0, ω2, z1, z
′
2), (4.204)

〈α2|er2Y20|d0〉 = θαdf(ω0, ν2, z2, z
′
1). (4.205)

These matrix elements are put into the terms listed in eqs.(4.76)-(4.79) in order

to calculate the proton and neutron one-body contributions.

The two-body form of the operator is 2z1 · z2 − x1 · x2 − y1 · y2. The two-body

terms are:

〈α2α2|er2Y20|α0α0〉 =θ2
ααG(ν0, ν0, ν2, ν2, z1, z1, z

′
1, z

′
1), (4.206)

where

G(a, b, u, v, zi, zk, z
′
i, z

′
k) =

1

(a+ u)(b+ v)

{

zizk(zi − Z)(zk − Z)(3x2 − 1) (4.207)

+ 2uv(z′i − Z)(z′k − Z)

+2x[av(zi − Z)(z′k − Z) + bu(zk − Z)(z′i − Z)]} .

Resuming:

〈α2d2|er2Y20|d0α0〉 =θααθddG(ν0, ω0, ν2, ω2, z1, z2, z
′
1, z

′
2), (4.208)

〈α2α2|er2Y20|α0d0〉 =θααθαdG(ν0, ω0, ν2, ν2, z1, z2, z
′
1, z

′
1), (4.209)

〈α2d2|er2Y20|α0α0〉 =θααθdαG(ν0, ν0, ν2, ω2, z1, z1, z
′
1, z

′
2), (4.210)

〈d2α2|er2Y20|d0d0〉 =θddθαdG(ω0, ω0, ν2, ω2, z2, z2, z
′
1, z

′
2), (4.211)

〈d2d2|er2Y20|d0α0〉 =θddθdαG(ν0, ω0, ω2, ω2, z1, z2, z
′
2, z

′
2), (4.212)
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〈d2d2|er2Y20|α0α0〉 =θ2
dαG(ν0, ν0, ω2, ω2, z1, z1, z

′
2, z

′
2), (4.213)

〈α2α2|er2Y20|d0d0〉 =θ2
αdG(ω0, ω0, ν2, ν2, z2, z2, z

′
1, z

′
1), (4.214)

〈α2d2|er2Y20|α0d0〉 =θdαθαdG(ν0, ω0, ω2, ν2, z1, z2, z
′
2, z

′
1), (4.215)

〈d2d2|er2Y20|d0d0〉 =θ2
ddG(ω0, ω0, ω2, ω2, z2, z2, z

′
2, z2). (4.216)

These matrix elements are inserted into the proper two-body term from eqs.(4.80)-

(4.97). This is then squared and divided by the square of the norms of both states,

and this completes the contribution of the alpha-dineutron to alpha-dineutron part

of the transition.

Cigar to cigar

In the cigar to cigar transition, the only contribution is from the recoil of the neutrons.

This is because our spherical alpha particle is located at the origin, which means the

proton charge contribution to the transition is zero. The only terms that contribute

then are the pure neutron one-body terms (eqs.(4.150)-(4.154)) and the neutron-

neutron two-body terms (eqs.(4.165)-(4.175)). The proper coefficient for each term is

found in the charge radius section, in equation (4.60), except that the entire equation

is not divided by the total charge of the nucleus as it is for the charge radius.

Proceeding to the actual calculation, we first need the overlaps. The overlaps are:

〈α2|α0〉 ≡ θ00 =

(

2
√
n2n0

n0 + n2

)3/2

, (4.217)

〈±2|±0〉 ≡ θnn =

(

2
√
w2w0

w0 + w2

)3/2

exp

[

−w0w2 (d2
0 + d2

2 − 2xd0d2)

2(w0 + w2)

]

, (4.218)

〈±2|∓0〉 ≡ θrl =

(

2
√
w2w0

w0 + w2

)3/2

exp

[

−w0w2 (d2
0 + d2

2 + 2xd0d2)

2(w0 + w2)

]

, (4.219)

〈±2|α0〉 ≡ θnα =

(

2
√
w2n0

n0 + w2

)3/2

exp

[

− w0w2d
2
2

2(n0 + w2)

]

, (4.220)

〈α2|±0〉 ≡ θαn =

(

2
√
w0n2

w0 + n2

)3/2

exp

[

− w0n2d
2
0

2(w0 + n2)

]

. (4.221)
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To remind the reader, the oscillator parameters are written with Latin letters because

we are referring to the cigar configuration here (n replaces ν, and w replaces ω).

We proceed with the matrix elements. We will only list the non-zero elements

(those diagonal in the alpha particle will be zero). First, the one-body matrix elements:

〈±2|er2Y20|±0〉 =
θnn

(w0 + w2)2

[

w2
0d

2
0(3x

2 − 1) + 2w2
2d

2
2 + 4w0w2xd0d2

]

, (4.222)

〈±2|er2Y20|±0〉 =
θrl

(w0 + w2)2

[

w2
0d

2
0(3x

2 − 1) + 2w2
2d

2
2 − 4w0w2xd0d2

]

, (4.223)

〈±2|er2Y20|α0〉 =θnα
2w2d

2
2

(n0 + w2)2
, (4.224)

〈α2|er2Y20|±0〉 =θαn
2w0d

2
0

(w0 + n2)2
. (4.225)

The non-vanishing two-body matrix elements are:

〈+2 −2 |er2Y20| −0 +0〉 = − θ2
nn

(w0 + w2)2

[

w2
0d

2
0(3x

2 − 1) + 2w2
2d

2
2 + 4w0w2xd0d2

]

,

(4.226)

〈±2 ∓2 |er2Y20| ±0 ∓0〉 = − θ2
rl

(w0 + w2)2

[

w2
0d

2
0(3x

2 − 1) + 2w2
2d

2
2 − 4w0w2xd0d2

]

,

(4.227)

〈±2α2|er2Y20| ∓0 ±0〉 = − θnnθαn
w2

0d
2
0(3x

2 − 1) + 2w0w2xd0d2

(w0 + w2)(w0 + n2)
, (4.228)

〈±2 ∓2 |er2Y20|α0±0〉 = − θnnθnα
2w2

2d
2
2 + 2w0w2xd0d2

(w0 + w2)(n0 + w2)
, (4.229)

〈±2α2|er2Y20| ±0 ∓0〉 = − θrlθαn
w2

0d
2
0(3x

2 − 1) − 2w0w2xd0d2

(w0 + w2)(w0 + n2)
, (4.230)

〈±2 ∓2 |er2Y20|α0∓0〉 = − θrlθnα
2w2

2d
2
2 − 2w0w2xd0d2

(w0 + w2)(n0 + w2)
, (4.231)
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〈+2 −2 |er2Y20|α0α0〉 = − θ2
nα

2w2
2d

2
2

(n0 + w2)2
, (4.232)

〈α2α2|er2Y20| +0 −0〉 = − θ2
αn

w2
0d

2
0(3x

2 − 1)

(w0 + n2)2
, (4.233)

〈α2 ±2 |er2Y20|α0±〉 =θnαθαn
2w0w2d0d2x

(w0 + n2)(n0 + w2)
, (4.234)

〈α2 ±2 |er2Y20|α0∓〉 = − θnαθαn
2w0w2d0d2x

(w0 + n2)(n0 + w2)
. (4.235)

This finishes off the cigar to cigar contribution to the reduced transition rate. Next

is the first of the cross terms, the alpha-dineutron to cigar transition.

Alpha-dineutron to cigar

The alpha-dineutron to cigar transition is the first of the two cross terms in the

calculation of the B(E2). We would expect its contribution to be less than the direct

terms, but could perhaps still be important. The overlap structure is similar to the

one- and two-body terms found in the discussion of the interference term in the

previous chapter, but it is not the same. We will start with the overlaps, then the list

of overlap terms, and finally the matrix elements. Before starting with the overlaps,

we will clarify the notations used in this section. For the oscillator parameters, Greek

letters will be the alpha-dineutron parameters (still subscripted for absolute clarity),

and Latin letters will refer to the cigar configuration. For the distances, z1 and z2

are the locations of the alpha particle and the dineutron, respectively, in the alpha-

dineutron configuration. The center-of-mass will be referred to be Z, and the distance

parameter in the cigar configuration will be ζ ′ ≡ d2+Z, where d2 is the normal alpha-

external neutron distance used in previous calculations. The introduction of ζ ′ allows

us to keep everything in terms of a difference between a coordinate and the center-

of-mass.
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We then continue with the overlaps for this transition:

〈α2|α0〉 ≡ θαα =

(

2
√
ν0n2

ν0 + n2

)3/2

exp

[

−ν0n2(z1 − Z)2

2(ν0 + n2)

]

, (4.236)

〈α2|d0〉 ≡ θαd =

(

2
√
ω0n2

ω0 + n2

)3/2

exp

[

−ω0n2(z2 − Z)2

2(ω0 + n2)

]

, (4.237)

〈+2|α0〉 ≡ θ+α =

(

2
√
ν0w2

ν0 + w2

)3/2

exp[−F (ν0, w2, z1, ζ
′)], (4.238)

where F was defined in eq.(4.197). Continuing:

〈−2|α0〉 ≡ θ−α =

(

2
√
ν0w2

ν0 + w2

)3/2

exp[−F (ν0, w2, z1, ζ
′)](x→ −x), (4.239)

〈+2|d0〉 ≡ θ+d =

(

2
√
ω0w2

ω0 + w2

)3/2

exp[−F (ω0, w2, z2, ζ
′)], (4.240)

〈−2|d0〉 ≡ θ−d =

(

2
√
ω0w2

ω0 + w2

)3/2

exp[−F (ω0, w2, z2, ζ
′)](x→ −x). (4.241)

We will now list the overlap expressions. The pattern follows the charge radius

calculation, and thus we have five terms as in eq.(4.60). The proton one-body term

is:

〈B(E2)〉p =〈α2|er2Y20|α0〉θαα

[

θ2
ααθ+dθ−d + θ2

αdθ+αθ−α−θααθαd(θ+αθ−d + θ−αθ+d)
]

.

(4.242)

The neutron one-body terms are:

〈B(E2)〉α =〈α2|er2Y20|α0〉θ2
αα [2θααθ+dθ−d − θαd (θ+αθ−d + θ−αθ+d)] , (4.243)

〈B(E2)〉+d =〈+2|er2Y20|d0〉θ3
αα (θααθ−d − θαdθ−α) , (4.244)

〈B(E2)〉−d =〈−2|er2Y20|d0〉θ3
αα (θααθ+d − θαdθ+α) , (4.245)

〈B(E2)〉αd =〈α2|er2Y20|d0〉θ2
αα [2θαdθ+αθ−α − θαα (θ+αθ−d + θ−αθ+d)] , (4.246)

〈B(E2)〉+α =〈+2|er2Y20|α0〉θ2
ααθαd (θ−αθαd − θααθ−d) , (4.247)

〈B(E2)〉−α =〈−2|er2Y20|α0〉θ2
ααθαd (θ+αθαd − θααθ+d) . (4.248)
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This finishes the one-body terms. We start the two-body terms with the proton-proton

term:

〈B(E2)(2)〉p =〈α2α2|er2Y20|α0α0〉 (4.249)

×
[

θ2
ααθ+dθ−d + θ2

αdθ+αθ−α − θααθdα (θ+αθ−d + θ−αθ+d)
]

.

The neutron-neutron terms are:

〈B(E2)(2)〉α =〈α2α2|er2Y20|α0α0〉θ2
ααθ+dθ−d, (4.250)

〈B(E2)(2)〉rdld =〈+2 −2 |er2Y20|d0d0〉θ4
αα, (4.251)

〈B(E2)(2)〉αααd = − 〈α2α2|er2Y20|α0d0〉θ2
αα (θ+αθ−d + θ−αθ+d) , (4.252)

〈B(E2)(2)〉ααrα = − 〈+2α2|er2Y20|α0α0〉θ2
ααθαdθ−d, (4.253)

〈B(E2)(2)〉ααlα = − 〈−2α2|er2Y20|α0α0〉θ2
ααθαdθ+d, (4.254)

〈B(E2)(2)〉ααrd =〈+2α2|er2Y20|α0d0〉θ2
αα (2θααθ−d − θ−αθαd) , (4.255)

〈B(E2)(2)〉ααld =〈−2α2|er2Y20|α0d0〉θ2
αα (2θααθ+d − θ+αθαd) , (4.256)

〈B(E2)(2)〉rdlα =〈+2 −2 |er2Y20|α0d0〉θ3
ααθαd, (4.257)

〈B(E2)(2)〉ldrα =〈−2 +2 |er2Y20|α0d0〉θ3
ααθαd, (4.258)

〈B(E2)(2)〉rdαd =〈+2α2|er2Y20|d0d0〉θ3
ααθ−α, (4.259)

〈B(E2)(2)〉ldαd =〈−2α2|er2Y20|d0d0〉θ3
ααθ+α, (4.260)

〈B(E2)(2)〉rαlα =〈+2 −2 |er2Y20|α0α0〉θ2
ααθ

2
αd, (4.261)

〈B(E2)(2)〉αdαd =〈α2α2|er2Y20|d0d0〉θ2
ααθ+αθ−α, (4.262)

〈B(E2)(2)〉rααd =〈+2α2|er2Y20|d0α0〉θ2
αα (2θαdθ−α − θααθ−d) , (4.263)

〈B(E2)(2)〉lααd =〈−2α2|er2Y20|d0α0〉θ2
αα (2θαdθ+α − θααθ+d) . (4.264)

In the above list, r has been substituted for “+” and l for “-” in the term labels. We
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now list the final group of terms, the proton-neutron two-body terms:

〈B(E2)(2)〉pn =〈α2α2|er2Y20|α0α0〉2θαα [2θααθ+dθ−d − θαd (θ+αθ−d + θ−αθ+d)] ,

(4.265)

〈B(E2)(2)〉αααd =〈α2α2|er2Y20|α0d0〉2θαα [2θαdθ+αθ−α − θαα (θ+αθ−d + θ−αθ+d)] ,

(4.266)

〈B(E2)(2)〉ααrα =〈α2 +2 |er2Y20|α0α0〉2θααθαd (θαdθ−α − θααθ−d) , (4.267)

〈B(E2)(2)〉ααlα =〈α2 −2 |er2Y20|α0α0〉2θααθαd (θαdθ+α − θααθ+d) , (4.268)

〈B(E2)(2)〉ααrd =〈α2 +2 |er2Y20|dα0〉2θ2
αα (θααθ−d − θαdθ−α) , (4.269)

〈B(E2)(2)〉ααld =〈α2 +2 |er2Y20|dα0〉2θ2
αα (θααθ−d − θαdθ−α) . (4.270)

The list of terms is now complete. We already have the definitions of the overlaps, so

we now move to the matrix elements.

The one-body matrix elements are:

〈α2|er2Y20|α0〉 =θαα
ν2

0(z1 − Z)2(3x2 − 1)

(ν0 + n2)2
, (4.271)

〈+2|er2Y20|d0〉 =θ+df(ω0, w2, z2, ζ
′), (4.272)

where the function f was defined in eq.(4.202). Resuming:

〈−2|er2Y20|d0〉 =θ−df(ω0, w2, z2, ζ
′)(x→ −x), (4.273)

〈+2|er2Y20|α0〉 =θ+αf(ν0, w2, z1, ζ
′), (4.274)

〈−2|er2Y20|α0〉 =θ−αf(ν0, w2, z1, ζ
′)(x→ −x), (4.275)

〈α2|er2|d0〉 =θαd
ω2

0(z2 − Z)2(3x2 − 1)

(ω0 + n2)2
. (4.276)
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The two-body matrix elements are:

〈α2α2|er2Y20|α0α0〉 =θ2
αα

ν2
0(z1 − Z)2(3x2 − 1)

(ν0 + n2)2
, (4.277)

〈+2α2|er2Y20|α0α0〉 =θααθ+αg(ν0, ν0, w2, n2, z1, z1, ζ
′), (4.278)

where

g(a, b, u, v, z1, z1, ζ) =
a(zi − Z) [b(zk − Z)(3x2 − 1) + 2ux(ζ − Z)]

(a+ v)(b+ u)
. (4.279)

Resuming:

〈−2α2|er2Y20|α0α0〉 =θααθ−αg(ν0, ν0, w2, n2, z1, z1, ζ
′)(x→ −x), (4.280)

〈α2α2|er2Y20|α0d0〉 =θααθαd
ν0ω0(z1 − Z)(z2 − Z)(3x2 − 1)

(ν0 + n2)(ω0 + n2)
, (4.281)

〈α2 +2 |er2Y20|d0α0〉 =θααθ+dg(ν0, ω0, w2, n2, z1, z2, ζ
′), (4.282)

〈α2 −2 |er2Y20|d0α0〉 =θααθ−dg(ν0, ω0, w2, n2, z1, z2, ζ
′)(x→ −x), (4.283)

〈α2 +2 |er2Y20|α0d0〉 =θαdθ+αg(ω0, ν0, w2, n2, z2, z1, ζ
′), (4.284)

〈α2 −2 |er2Y20|α0d0〉 =θαdθ−αg(ω0, ν0, w2, n2, z2, z1, ζ
′)(x→ −x), (4.285)

〈α2 +2 |er2Y20|d0d0〉 =θ+dθαdg(ω0, ω0, w2, n2, z2, z2, ζ
′), (4.286)

〈α2 −2 |er2Y20|d0d0〉 =θ−dθαdg(ω0, ω0, w2, n2, z2, z2, ζ
′)(x→ −x), (4.287)

〈α2α2|er2Y20|d0d0〉 =θ2
αd

ω2
0(z2 − Z)2(3x2 − 1)

(ω0 + w2)2
, (4.288)

〈+2 −2 |er2Y20|α0α0〉 =θ+αθ−α
ν2

0(z1 − Z)2(3x2 − 1) − 2w2
2(ζ

′ − Z)2

(ν0 + w2)2
, (4.289)

〈+2 −2 |er2Y20|d0d0〉 =θ+dθ−d
ω2

0(z2 − Z)2(3x2 − 1) − 2w2
2(ζ

′ − Z)2

(ω0 + w2)2
, (4.290)

〈+2 −2 |er2Y20|α0d0〉 =θ+dθ−αG
′(ν0, ω0, w2, w2, z1, z2, ζ

′, ζ ′), (4.291)

〈−2 +2 |er2Y20|α0d0〉 =θ−dθ+αG
′(ν0, ω0, w2, w2, z1, z2, ζ

′, ζ ′)(x→ −x), (4.292)

where the G′ function is very similar to the function defined in eq.(4.207), but with

109



a few sign changes:

G′(a, b, u, v, zi, zk, z
′
i, z

′
k) =

1

(a+ u)(b+ v)

{

zizk(zi − Z)(zk − Z)(3x2 − 1) (4.293)

− 2uv(z′i − Z)(z′k − Z)

+2x[av(zi − Z)(z′k − Z) − bu(zk − Z)(z′i − Z)]} .

With these matrix elements, the alpha-dineutron to cigar part of the transition is

complete.

Cigar to alpha-dineutron

The final section of the B(E2) calculation is the other cross term, which takes the

cigar configuration to the alpha-dineutron. Most of the terms and matrix elements

in this section are analogues to one from the previous section, with a transformation

between them. We will exploit this whenever possible. The first transformation is

among the oscillator parameters. The cigar parameters are now subscripted with 0

instead of 2, and the reverse for the alpha-dineutron. The primed coordinates are now

z1 and z2, while ζ becomes unprimed. This is the case with the overlaps, which remain

the same, save the above mentioned changes, and the positions become transposed,

but not the state. We illustrate below with one overlap:

θ+d → 〈d|+〉 ≡ θd+ =

(

2
√
ω2w0

ω2 + w0

)3/2

(4.294)

× exp

[

−ω2w0[(z
′
2 − Z)2 + (ζ − Z)2 + 2x(z′2 − Z)(ζ − Z)]

2(ω2 + w0)

]

.

When one compares the above equation with eq.(4.240), one can see the transforma-

tion rules clearly. The overlap terms also look the same when one properly switches

the names of the overlaps and matrix elements. The matrix elements themselves,

however, are not quite as straight forward. The angular terms change because now it

is the cigar term that is rotated. The effect is that any term in a matrix element that
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was multiplied with 3x2 − 1 is now multiplied with 2, and the 3x2 − 1 is now multi-

plying the term that had just a 2 in front of it before (and no angular dependence).

Terms linear in x remain unchanged. This transformation is demonstrated below:

〈+2|er2Y20|d0〉 → 〈d2|er2Y20|+0〉 =
θd+

(ω2 + w0)2

[

2ω2(z
′
2 − Z)2 + w2

0(ζ − Z)2 (4.295)

+4ω2w0(z
′
2 − Z)(ζ − Z)] .

Compare with eq.(4.272) to see how the angle changes. The two-body matrix ele-

ments transform in the same way. With these transformation rules, we can somewhat

quickly obtain everything needed to calculate the final piece of the reduced transition

rate.

The final B(E2) is a weighted sum of all the contributions. First, the result of

each indidual piece is obtained by adding together all the different parts together

(i.e., proton one-body, neutron one-body, etc), squaring the result, and dividing by

the norms of the initial and final states. That is, the expression looks like:

B(E2)0→2 = β
|〈er2Y20〉|2
N2

fN
2
i

, (4.296)

where β is a numerical factor taken from eq.(4.192),(4.193), and the normalization

factors of the initial and final states (eq.(2.41)). Beta is e2/4π for this transition. The

weighted sum for the final expectation value is:

B(E2; 0 → 2)total = c1χ1B(E2)11 + c2χ2B(E2)22 + c1χ2B(E2)12 + c2χ1B(E2)21,

(4.297)

where the c’s are the weighting coefficients of the given configurations in the ground

state, which will be obtained in the next section. The χ’s are the weights in the

excited state which are determined in the same way, and the various B(E2)’s have

been calculated in this section.
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This concludes the discussion of electromagnetic transitions and the application

to the transition to the first excited state in 6He. We then proceed with the discussion

of the interference term in the Gaussian approximation.

4.4 Interference term

The interference term comes from the overlap of the two separate configurations,

which arises because they are not orthogonal. We need to calculate the expectation

value of the Hamiltonian in order to minimize the energy of the overall 6He system

as outlined in section 3.1.3.

Figure 3.3 shows the picture of the interference term, with the two configura-

tions on the same coordinate frame. We will now go through the matrix elements

calculated with the Gaussian approximation. The single-particle wave functions are

nearly unchanged. The only change that was made was to the cigar configuration,

where d → d/2, in order for the distances to properly correspond. There is a change

in notation, in order to keep the configurations straight. All the parameters of the

alpha-dineutron configuration will be written in Greek letters–ν, ω, δ, where δ is the

distance parameter. For the cigar configuration, we will use Latin letters–n,w, d,

where n is the alpha particle oscillator parameter, w is the oscillator parameter for

the external neutrons, and d is the previously mentioned distance parameter. We list
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the overlaps:

θαα ≡ 〈α|α′〉 =

(

2
√
νn

ν + n

)3/2

exp

[

− νnδ2

18(ν + n)

]

, (4.298)

θα+ ≡ 〈α|+〉 =

(

2
√
νw

ν + w

)3/2

exp

[

−νw (9d2 + 4δ2 + 12dδx)

72(ν + w)

]

, (4.299)

θα− ≡ 〈α|−〉 =

(

2
√
νw

ν + w

)3/2

exp

[

−νw (9d2 + 4δ2 − 12dδx)

72(ν + w)

]

, (4.300)

θdα ≡ 〈d|α′〉 =

(

2
√
ωn

ω + n

)3/2

exp

[

− 2ωnδ2

9(ω + n)

]

, (4.301)

θd+ ≡ 〈d|+〉 =

(

2
√
ωw

ω + w

)3/2

exp

[

−ωw (9d2 + 16δ2 − 24dδx)

72(ω + w)

]

, (4.302)

θd− ≡ 〈d|−〉 =

(

2
√
ωw

ω + w

)3/2

exp

[

−ωw (9d2 + 16δ2 + 24dδx)

72(ω + w)

]

. (4.303)

Since the wave functions are real, the transpose of the overlaps and all matrix elements

is the same, thus we will only write these matrix elements with the alpha-dineutron

wave function in the bra and the cigar wave function in the ket. The first quantity

we calculated was the overlap of the two configurations:

√
2〈ψ1|ψ2〉

√

〈ψ1|ψ1〉〈ψ2|ψ2〉
=
θ2

αα [θ2
ααθd+θd− + θ2

dαθα+θα− − θααθdα (θd+θα− + θd−θα+)]
√

〈ψ1|ψ1〉〈ψ2|ψ2〉
.

(4.304)

This quantity as a function of the distance parameters (left equal to each other) is

shown in Figure 4.24. For this plot, all four oscillator parameters are equal, so we

would expect the overlap to be one at d, δ = 0. We see in the plot that is in fact

minus one. This is because the sign between off-diagonal matrix elements is random.

So we then add by hand an extra minus sign to make the overlap positive, which

defines the overall sign for the matrix elements (i.e., makes the expectation value

of the Hamiltonian negative). When the distance is large, the overlap goes to zero,

because at large distances, the two configurations are orthogonal.
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Figure 4.24: Plotted here is the overlap of the two configurations. They were plotted
under the conditions where they should be identical at the origin, so all four oscillator
parameters and both distance parameters are equal to each other.
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4.4.1 Kinetic energy

We need to find the matrix element of the Hamiltonian between the two configura-

tions. The first step is the kinetic energy. As before, this will have a one-body and

two-body component. The one-body matrix elements are:

〈α|T |α′〉 = θαα
νn

2(ν + n)

(

3 − νnδ2

2(ν + n)

)

, (4.305)

〈α|T |+〉 = θα+
νw

2(ν + w)

(

3 − νw (9d2 + 4δ2 + 12dδx)

36(ν + w)

)

, (4.306)

〈α|T |−〉 = θα−
νw

2(ν + w)

(

3 − νw (9d2 + 4δ2 − 12dδx)

36(ν + w)

)

, (4.307)

〈d|T |+〉 = θd+
ωw

2(ω + w)

(

3 − ωw (9d2 + 16δ2 − 24dδx)

36(ω + w)

)

, (4.308)

〈d|T |−〉 = θd+
ωw

2(ω + w)

(

3 − ωw (9d2 + 16δ2 + 24dδx)

36(ω + w)

)

, (4.309)

〈d|T |α′〉 = θdα
ωn

2(ω + n)

(

3 − 4ωnδ2

9(ω + n)

)

. (4.310)

Once again, the factor that gives the dimensions of energy, ~
2/2m, has been sup-

pressed. These matrix elements are inserted into eqs.(3.56)-(3.61) and divided by the

normalization.

For the center-of-mass correction, we need the expectation values of the momen-

tum operator. They are:

〈α|p|α′〉 = θαα
νnδ

3ı(ν + n)
ẑ, (4.311)

〈α|p|+〉 = θα+
νw

2ı(ν + w)

[

d sin ϑx̂ +
2δ + 3d cosϑ

3
ẑ

]

, (4.312)

〈α|p|−〉 = θα−
νw

2ı(ν + w)

[

d sin ϑx̂ +
3d cosϑ− 2δ

3
ẑ

]

, (4.313)

〈d|p|+〉 = θd+
ωw

2ı(ω + w)

[

d sinϑx̂ +
3d cosϑ− 4δ

3
ẑ

]

, (4.314)

〈d|p|+〉 = θd+
ωw

2ı(ω + w)

[

d sinϑx̂ +
3d cosϑ+ 4δ

3
ẑ

]

, (4.315)

〈d|p|α′〉 = −θdα
2ωnδ

3ı(ω + n)
ẑ. (4.316)
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In these matrix elements, the dimensional factor ~ has been suppressed. All possible

scalar products are taken between these matrix elements, and they are inserted into

eqs.(3.62)-(3.76). The proper weighting of each term is discussed in section 4.1.2.

4.4.2 Interaction

We now move on to the two-body interaction. As mentioned for the two configurations,

we used interactions of the Gaussian type. We will list the matrix elements using the

Volkov parameters Va and α, which are defined in eq.(4.24). These matrix elements

are mostly rather lengthy, and we will try to use intermediate notations in order to

make things clearer. We will also make use of the x → −x property of many of the

matrix elements that was used before in the cigar configuration. The matrix elements

are:

〈αα|V |α′α′〉 =Va

(

4νnα2

(ν + n) ∆(ν, n)

)3/2

exp

[

− νnδ2

9 (ν + n)

]

, (4.317)

〈αα|V α′+〉 =Va

(

4να2
√
nw

D′(ν, n, ν, w)

)3/2

exp

[

− N

72D′(ν, n, ν, w)

]

, (4.318)

〈αα|V α′−〉 =〈αα|V α′+〉(x→ −x), (4.319)

where ∆(p, q) is defined in eq.(4.35), and

D′(a, b, c, d) = α2(a+ b)(c+ d) + 2(a+ b+ c+ d), (4.320)

and

N =4νδ2[να2(n+ w) + 2nwα2 + 4n+ 4w] + 9wd2[να2(ν + n) + 4ν + 2n] (4.321)

+ 12νwδdx∆(ν, n).
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Resuming:

〈dα|V |α′α′〉 =

(

4nα2
√
νω

D′(ν, n, n, ω)

)3/2

(4.322)

× exp

[

−δ
2 (nα2 (νn+ 4ωn+ 5νω) + 4νn+ 16ωn+ 18νω)

18D′(ν, n, n, ω)

]

,

〈dα|V |α+〉 =Va

(

4α2
√
νωnw

D′(ν, n, ω, w)

)3/2

exp

[

− N
72D′(ν, n, ω, w)

]

(4.323)

〈dα|V |α−〉 =〈dα|V |α+〉(x→ −x), (4.324)

where

N =4δ2
(

α2 (νn(ω+w)+4ωw(ν+n))+2(ν+4ω)(n+w)+18νω
)

(4.325)

+ 9wd2[ωα2(ν + n) + 2(ν + ω + n)] + 24wdδx
(

ωα2(ν + n) − ν + 2ω
)

.

Resuming:

〈dd|V | + −〉 =Va

(

4ωwα2

(ω + w)∆(ω,w)

)3/2

(4.326)

× exp

[

−16ωδ2∆(ω,w) + 9wd2 (ωα2 (ω + w) + 4ω + 4w)

36(ω + w)∆(ω,w)

]

, (4.327)

〈dd|V |α′+〉 =Va

(

4ωα2
√
nw

D′(ω, n, ω, w)

)3/2

exp

[

− N ′

72D′(ω, n, ω, w)

]

, (4.328)

〈dd|V |α′−〉 =〈dd|V |α′+〉(x→ −x), (4.329)

where

N ′ =16ωδ2[ωα2(n+ w) + 2nwα2 + 4n+ 4w] (4.330)

+ 9wd2[ωα2(n+ ω) + 2n+ 4ω] − 24wωδdx∆(n, ω).
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Resuming:

〈dα|V | + −〉 =Va

(

4wα2
√
νω

D′(ν, w, ω, w)

)3/2

exp

[

− N

72D′(ν, w, ω, w)

]

, (4.331)

〈dα|V | − +〉 =〈dα|V | + −〉(x→ −x), (4.332)

where

N =4δ2[wα2(νw + ωw + νω) + 4νw + 16ωw + 18νω] (4.333)

+ 9wd2[α2(νw + ωw + νω) + 4ω + 8w] + 12wα2dδx(νw + 2ωw + 3νω).

Resuming:

〈αd|V |α′+〉 =Va

(

4α2
√
νωnw

D′(ν, w, n, ω)

)3/2

exp

[

− N ′

72D′(ν, w, n, ω)

]

, (4.334)

〈αd|V |α′−〉 =〈αd|V |α′+〉(x→ −x), (4.335)

where

N ′ =4δ2[νwα2(n+ ω) + 4ωnα2(ν + w) + 2(ν + 4ω)(n+ w)] (4.336)

+ 9wd2[να2(n+ ω) + 2(ν + ω + n)] + 12wδdx[να2(n+ ω) + 2ν − 4ω].

Resuming:

〈αα|V | + −〉 =Va

(

4νwα2

(ν + w)∆(ν, w)

)3/2

(4.337)

× exp

[

−4νwδ2∆(ν, w) + 9wd2 (να2 + 4) (ν + w)

36(ν + w)∆(ν, w)

]

,

〈dd|V |α′α′〉 =Va

(

4ωnα2

(ω + n)∆(ω, n)

)3/2

exp

[

− 4ωnδ2

9(ω + n)

]

. (4.338)

These matrix elements are then inserted into eqs.(3.62)-(3.76) and divided by the

normalization to obtain the potential energy in the interference term.

118



All the operators in the Hamiltonian have now been accounted for and we can

then follow the minimization procedure discussed in eq.(3.46) and following. This

will determine the minimum energy as well as the weights of each configuration,

which will be necessary in calculating observables (see eq.(3.78)).

4.4.3 Mean square radius

In order to calculate mean radii, we need to also take into account the interfer-

ence term, as was just mentioned. In the individual configurations, we needed to

re-write the alpha-dineutron configuration to pay special attention to the center-of-

mass, whereas we could leave the cigar configuration as it was first written. For the

interference term, we will have to re-label particle locations. The alpha particle in

the alpha-dineutron term (configuration one) is located at (in the body-fixed frame)

z1, and the dineutron (or deuteron, anticipating the problem for lithium) is placed

at z2. The alpha particle in the cigar configuration (configuration two), is placed at

Z, which is the center-of-mass of the system. The coordinate ζ is assigned the value

Z + d, and one of the cigar particles is placed there. The other particle is placed

at 2Z − ζ. In practice, we always work with differences (±(ζ − Z), so it is only the

physical distance d that is important.

With these labels, the overlaps are (very similar to the ones used for the electro-
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magnetic transitions):

θαα =

(

2
√
νn

ν + n

)3/2

exp

(

−νn (z1 − Z)2

2(ν + n)

)

, (4.339)

θα+ =

(

2
√
νw

ν + w

)3/2

exp[−F (ν, w, z1, ζ)], (4.340)

θα− =

(

2
√
νw

ν + w

)3/2

exp[−F (ν, w, z1, ζ)](x→ −x), (4.341)

θd+ =

(

2
√
ωw

ω + w

)3/2

exp[−F (ω,w, z2, ζ)], (4.342)

θd− =

(

2
√
ωw

ω + w

)3/2

exp[−F (ω,w, z2, ζ)](x→ −x), (4.343)

θdα =

(

2
√
ωn

ω + n

)3/2

exp

(

−ωn (z2 − Z)2

2(ω + n)

)

, (4.344)

where the F function was defined in eq.(4.197).

With these overlaps, we can continue with the one-body matrix elements:

〈α|r2|α′〉 =θαα

(

3

ν + n
+
ν (z1 − Z)2

(ν + n)2

)

, (4.345)

〈α|r2|+〉 =θα+R(ν, w, z1, ζ), (4.346)

〈α|r2|−〉 =θα−R(ν, w, z1, ζ)(x→ −x), (4.347)

〈d|r2|+〉 =θd+R(ω,w, z2, ζ), (4.348)

〈d|r2|−〉 =θd−R(ω,w, z2, ζ)(x→ −x), (4.349)

〈d|r2|α′〉 =θdα

(

3

ω + n
+
ω2 (z2 − Z)2

(ω + n)2

)

, (4.350)

where

R(a, b, zi, z
′
i) =

3

a+ b
+
a2(zi − Z)2 + b2(z′i − Z)2 + 2abx(zi − Z)(z′i − Z)

(a+ b)2
. (4.351)

These one-body matrix elements are inserted into the following terms, the first being
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the proton-proton term:

〈r2〉p = 〈α|r2α′〉2θαα

[

θ2
ααθd+θd− + θ2

dαθα+θα− − θααθdα (θα+θd− + θα−θd+)
]

. (4.352)

The neutron one-body terms are:

〈r2〉α = 〈α|r2|α′〉θ2
αα [2θααθd+θd− − θdα (θα+θd− + θα−θd+)] , (4.353)

〈r2〉α+ = 〈α|r2|+〉θ2
αθdα (θα−θdα − θααθd−) , (4.354)

〈r2〉α− = 〈α|r2|−〉θ2
αθdα (θα+θdα − θααθd+) , (4.355)

〈r2〉d+ = 〈d|r2|+〉θ3
αα (θαα′θd− − θα−θdα) , (4.356)

〈r2〉d− = 〈d|r2|−〉θ3
αα (θαα′θd+ − θα+θdα) , (4.357)

〈r2〉dα = 〈d|r2|α′〉θ2
αα

[

2θα+θα−θ
2
dα − θα (θα+θd− + θα−θd+)

]

. (4.358)

These are the terms added together with the proper weighting coefficients in eq.(4.60)

in order to obtain the one-body contribution to the charge radius calculation. For the

matter radius, eq.(4.55) is used along with the general one-body operator expression

for the interference term (eqs.(3.56)-(3.61)).

Turning to the two-body section of the aforementioned equations, we begin with

the two-body matrix elements:

〈αα|r2|α′α〉 =θ2
αα

(

ν (z1 − Z)

ν + n

)2

, (4.359)

〈αα|r2|α′+〉 =θααθα+R
′(ν, ν, w, n, z1, z1, ζ, x), (4.360)

(4.361)

where

R′(a, b, u, v, zi, zk, z
′, x) =

ab(zi − Z)(zk − Z) + avx(zi − Z)(z′ − Z)

(a+ v)(b+ u)
. (4.362)
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Resuming:

〈αα|r2|α′−〉 =θααθα−R
′(ν, ν, w, n, z1, z1, ζ,−x), (4.363)

〈αd|r2|α′α′〉 =θααθdα
νω (z1 − Z) (z2 − Z)

(ν + n)(ω + n)
, (4.364)

〈αd|r2| + α′〉 =θααθd+R
′(ν, ω, w, n, z1, z2, ζ, x), (4.365)

〈αd|r2| − α′〉 =θααθd−, R
′(ν, ω, w, n, z1, z2, ζ,−x) (4.366)

〈dd|r2|α′+〉 =θd+θdαR
′(ω, ω,w, n, z2, z2, ζ, x), (4.367)

〈dd|r2|α′−〉 =θd−θdαR
′(ω, ω,w, n, z2, z2, ζ,−x), (4.368)

〈αd|r2| + −〉 =
θα−θd+

(ω + w)(ν + w)

{

νω (z2 − Z) (z1 − Z) − w2 (ζ − Z)2 (4.369)

+wx(ζ − Z) [ν (z1 − Z) − ω (z2 − Z)]} ,

〈αd|r2| − +〉 =
θα+θd−

(ω + w)(ν + w)

{

νω (z2 − Z) (z1 − Z) − w2 (ζ − Z)2 (4.370)

−wx(ζ − Z) [ν (z1 − Z) − ω (z2 − Z)]} ,

〈dd|r2| + −〉 =θd+θd−
ω2 (z2 − Z) − w2 (ζ − Z)2

(ω + w)2
, (4.371)

〈αd|r2|α′+〉 =θdαθα+R
′(ω, ν, w, n, z2, z1, ζ, x), (4.372)

〈αd|r2|α′−〉 =θdαθα−R
′(ω, ν, w, n, z2, z1, ζ,−x), (4.373)

〈dd|r2|α′α′〉 =θ2
dα

(

ω (z2 − Z)

(ω + n)

)2

, (4.374)

〈αα|r2| + −〉 =θα+θα−
ν2 (z1 − Z)2 − w2 (ζ − Z)2

(ν + w)2
. (4.375)

For the matter radius, all we need are these matrix elements, then they can be inserted

into the general form for two-body operators in the interference term(eqs.(3.62)-

(3.76)), with the coefficients in eq.(4.55). For the charge radius, we need to sepa-

rate the terms into proton-proton, neutron-neutron, and proton-neutron. The proton-

proton term is:

〈r2〉p = 〈αα|r2|α′α′〉
[

θ2
ααθd+θd− + θ2

dαθα+θα− − θααθdα (θα+θd− + θα−θd+)
]

. (4.376)
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The neutron-neutron terms are:

〈r2〉α = 〈αα|r2|α′α′〉θ2
ααθd+θd−, (4.377)

〈r2〉ααd+ = 〈dα|r2| + α′〉θ2
αα [2θααθd− − θα−θdα] , (4.378)

〈r2〉ααd− = 〈dα|r2| − α′〉θ2
αα [2θααθd+ − θα+θdα] , (4.379)

〈r2〉ααα+ = 〈αα|r2|α′+〉θ2
ααθdαθd−, (4.380)

〈r2〉ααα− = 〈αα|r2|α′−〉θ2
ααθdαθd+, (4.381)

〈r2〉dααα = −〈dα|r2|α′α′〉θ2
αα (θα+θd− + θα−θd+) , (4.382)

〈r2〉α+d− = −〈dα|r2| + −〉θ3
ααθdα, (4.383)

〈r2〉α−d+ = −〈dα|r2| − +〉θ3
ααθdα, (4.384)

〈r2〉dαd+ = −〈dd|r2| + α′〉θ3
ααθα−, (4.385)

〈r2〉dαd− = −〈dd|r2| − α′〉θ3
ααθα+, (4.386)

〈r2〉d+d− = 〈dd|r2| + −〉θ4
αα, (4.387)

〈r2〉dαα+ = 〈dα|r2| + α′〉θ2
αα (2θdαθα− − θααθd−) , (4.388)

〈r2〉dαα− = 〈dα|r2| − α′〉θ2
αα (2θdαθα+ − θααθd+) , (4.389)

〈r2〉dαdα = 〈dd|r2|α′α′〉θ2
ααθα+θα−, (4.390)

〈r2〉α+α− = 〈αα|r2| + −〉θ2
ααθ

2
dα. (4.391)

The proton-neutron terms are:

〈r2〉α = 〈αα|r2|α′α′〉θαα [4θααθd+θd− − 2θdα (θα+θd− + θα−θd+)] , (4.392)

〈r2〉ααα+ = 〈αα|r2|α′+〉2θαα

(

θ2
dαθα− − θααθdαθd−

)

, (4.393)

〈r2〉ααα− = 〈αα|r2|α′−〉2θαα

(

θ2
dαθα+ − θααθdαθd+

)

, (4.394)

〈r2〉dααα = 〈dα|r2|α′α′〉θαα [4θdαθα+θα− − 2θαα (θα+θd− + θα−θd+)] , (4.395)

〈r2〉α2d+ = 〈αd|r2| + α′〉2θ2
αα (θααθd− − θdαθα−) , (4.396)

〈r2〉α2d− = 〈αd|r2| − α′〉2θ2
αα (θααθd+ − θdαθα+) . (4.397)
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This completes the discussion of the mean-square radii in the interference term of

6He and the discussion of the Gaussian approximation for 6He. We will then move on

to the second nucleus of interest, 6Li.

4.5 Lithium-6

The treatment of 6Li in the Gaussian approximation has many similarities with the

previous section on 6He. This will allow us to be briefer, and focus on the differences

and additions to the calculations outlined in great detail in the preceding pages.

The kinetic energies are identical, save for the different projection process, as is the

central and Majorana interactions. There are some additional words to say about the

spin-orbit and tensor interactions, and then we will discuss the mean-square radius,

as that differs slightly because the charge radius depends on proton and neutron

number, which is of course different in the case of 6Li. We then will move on to

the additional calculation of the quadrupole momentof the ground state of 6Li. This

general sequence of discussion will be carried through both configurations and the

interference term, with a discussion of the magnetic moment coming just before the

before the interference term, and then finally finishing the chapter with a discussion

of both nuclei and all configurations in a section on beta decay.

4.5.1 Alpha-deuteron configuration

The general set-up of the alpha-deuteron configuration of 6Li was discussed in sec-

tion 3.2. The single-particle wave functions are the same as in the case of 6He. The

one-particle densities look the same as in the previous configuration. The kinetic and

central potential energy calculations are also the same, save for the angular momen-

tum projection, which is different (see eq.(3.79)). There is another difference, however,

that effects all calculations, and that is the parity projection.

The parity projection operator, eq.(3.80), ensures that we are in a good state
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of parity. This is necessary for lithium, since it has more contributions to the total

angular momentum than just the orbital angular momentum as seen in the case of

6He. All the states in 6Li have positive parity, so we will always use the upper sign

of eq.(3.80). Because of this operator, all calculations now have two main terms,

one where everything is unchanged, and the other where the parity operator has been

applied. The effect of the parity operator is to change the sign of any term proportional

to the rotation angle. No new matrix elements need to be calculated because of this

simple rule, but we should note that the norm now consists of two terms, one just as

in the case of 6He, plus an additional term affected by the parity operator:

〈Ψ
(

6Li
)

|1 + P̂ r

2
|Ψ
(

6Li
)

〉 =
1

2

[

θ2
α

(

θαθd − θ2
12

)2
+ θ̄2

α

(

θ̄αθ̄d − θ̄2
12

)

]

, (4.398)

where a bar over an overlap means that the sign of the angle has been changed from

the normal overlap, e.g.:

θ̄α = exp

[

−(x+ 1)

18
νd2

]

. (4.399)

By looking at eq.(4.9), one can see the only thing that has been affected by the parity

operator is the sign of the angle term. This is the same for all alpha-deuteron 6Li

calculations. There are always two terms, and the second (the one where the parity

operator acts) has all signs changed from what was shown in the alpha-dineutron

section of 6He.

4.5.2 Kinetic energy

Since we do not need to show any new calculations here, we can go straight to the

plots of the results. Figure 4.25 shows the kinetic energy of the system as a function

of d. In this plot, the center-of-mass motion has been removed. There are three levels

here, J = 1, 2 and 3. There is very little differentiation between them in the kinetic

energy. The large d kinetic energy corresponds to the kinetic energy of a deuteron and

the kinetic energy of an alpha particle summed together. At small d, we see all three
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Figure 4.25: This plot shows the kinetic energy of the alpha-deuteron configuration
of 6Li as a function of d. For this plot, both oscillator parameters were set equal to
0.53 fm−2.

levels come together. At small d, a proton and a neutron are forced into the next shell,

the p-shell. All states are of even parity, by projection, and there are only minimal

contributions from any orbital momenta higher than ℓ = 2, so both the particles can

sit comfortably in the p-shell.

4.5.3 Interaction

For lithium, the same interactions (Volkov and Minnesota) as in the case of helium

were used, but there were more kinds of forces (tensor and spin-orbit in addition to

central). The central and Majorana exchange are done exactly in the same manner

as in helium, with the only difference coming once again from the projection process.

The Minnesota potential, however, has some difference as the spin structure of 6Li is

different than in 6He. We must re-write the two-body terms into a singlet part and a

126



triplet part. The singlet part is:

〈Vs〉α = 〈αα|Vs|αα〉2θαθd

(

θαθd − θ2
12

)

, (4.400)

〈Vs〉α2d2 = 〈αd|Vs|dα〉3θ2
α

(

θαθd − θ2
12

)

, (4.401)

〈Vs〉αααd = 〈αα|Vs|αd〉6θαθ12

(

θ2
12 − θαθd

)

. (4.402)

The triplet part is:

〈Vt〉α = 〈αα|Vt|αα〉
(

3θ2
αθ

2
d + θ4

12 − 3θαθdθ
2
12

)

, (4.403)

〈Vt〉α2d2 = 〈αd|Vt|dα〉θ2
α

(

5θαθd − 3θ2
12

)

, (4.404)

〈Vt〉αααd = 〈αα|Vt|αd〉θαθ12

(

2θ2
12 − 6θαθd

)

, (4.405)

〈Vt〉dddα = −〈dd|Vt|dα〉4θ3
αθ12, (4.406)

〈Vt〉d = 〈dd|Vt|dd〉θ4
α, (4.407)

〈Vt〉αddα = 〈αd|Vt|αd〉2θ2
α

(

2θ2
12 − θαθd

)

, (4.408)

〈Vt〉αdαd = 〈αα|Vt|dd〉θ2
αθ

2
12. (4.409)

We turn now to the discussions of the new operators in the potential. The tensor

interaction was discussed before in section 3.2.1. There is not much more to add here,

except that the radial form factor that was used was the Volkov potentials. For the

Minnesota potential, the tensor interaction was not used.

The spin-orbit potential form is

V̂LS = Vsor
2
0

1

r

d

dr
exp

(

−γr2
ij

)

L · S = −2γr2
0Vso exp

(

−γr2
ij

)

L · S. (4.410)

In our calculations, Vso was set equal to 20 MeV, γ was equal to 0.5 fm−2, and r0, the

nuclear radius, was set equal to 1.2 fm. The inner workings of the L ·S were discussed

in detail in section 3.2.1. Here, we only need to provide the two non-vanishing matrix
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elements of the V̂LS operator:

〈αd|VLS |dα〉 =

(

νω

νω + γ(ν + ω)

)3/2
νωd2(ν + 2ω)

12 [νω + γ(ν + ω)]
sinϑ (4.411)

× exp

[

−(1 − x) [γ(ν − 4ω)2 + νω(ν + 4ω)] + 18γνω

18 [νω + γ(ν + ω)]
d2

]

,

〈αd|VLS |αd〉 = −
(

4νω

(ν + ω)(ν + ω + 4γ)

)3/2
νωd2(ν + 2ω)

3(ν + ω) (ν + ω + 4γ)
sinϑ (4.412)

×exp

[

−(1−x)[2γ(ν−2ω)2−4νω(ν+ω)]+36γνω+9νω(ν+ω)

9(ν + ω)(ν + ω + 4γ)
d2

]

.

The factor −2γr2
0Vso has been suppressed because it is the same in both terms. These

two matrix elements are plugged into eqs.(3.94) and (3.95) and divided by the norm

to obtain the spin-orbit contribution to the interactions.

The results of all the interactions with the Volkov potentials are shown in Figure

4.26 (V1) and Figure 4.27 (V2). There is little difference qualitatively between the

two sets of parameters. Quantitatively, the V2 potential is about 3 MeV deeper than

the V1 potential. These potentials do not distinguish the three states very much,

similar to the kinetic energy results. We would then expect in the total energy plots

to see the three levels very close together.

The results of the Minnesota potential are showed in Figure 4.28. The Minnesota

potential seems to show more differentiation between the states of 6Li compared to

the Volkov potentials. The magnitude of the interaction at small d is comparable

to the Volkov V1 potential, though at large d it is smaller. This is due to the lack

of a tensor interaction which is an important part of the overall interaction in the

deuteron.

4.5.4 Total energy

In this subsection, we show the spectra of the alpha-deuteron configuration of 6Li with

the three previously mentioned potentials. First, we examine the spectrum calculated

with the Volkov V1 interaction (Figure 4.29). As anticipated, the spread in energies
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Figure 4.26: The expectation value of the Volkov V1 potential as a function of d in
the alpha-deuteron configuration of 6Li. The oscillator parameters were both equal
to 0.53 fm−2, the Majorana exchange parameter was 0.6, and the parameters of the
spin-orbit potential were Vso=20 MeV and γ=0.5 fm−2.
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Figure 4.27: The expectation value of the Volkov V2 potential as a function of d in
the alpha-deuteron configuration of 6Li. The oscillator parameters were both equal
to 0.53 fm−2, the Majorana exchange parameter was 0.6, and the parameters of the
spin-orbit potential were Vso=20 MeV and γ=0.5 fm−2.

129



0 2 4 6 8 10

-125

-120

-115

-110

-105

-100

-95

dHfmL

<
V
>
HM

eV
L

J=3

J=2

J=1

Figure 4.28: The expectation value of the Minnesota potential as a function of d in the
alpha-deuteron configuration of 6Li. The oscillator parameters are both equal to 0.53
fm−2, the exchange parameter u is equal to one, and the parameters of the spin-orbit
potential were the same as in previous plots. There is no tensor interaction in this
plot.

of the three levels is small. Perhaps 1 MeV separate the J = 1 ground state from the

J = 3 excited state. At values of d smaller than about 2 fm, what separation there

was almost disappears. All three of these states are bound since they are lower than

their asymptotic energies. The minima also occur around 3.5 fm, where the external

particles are still mostly in s-waves. The picture is essentially the same for the Volkov

V2 interaction (Figure 4.30), except that the curves are shifted around 2 MeV to

more negative energies.

Figure 4.31 shows the energy spectrum calculated with the Minnesota potential.

This spectrum shows differences from the spectra calculated with the Volkov poten-

tials. First of all, the three levels are clearly separate for all values of d. The bound

states appear in a much deeper well compared to their asymptotic energies than in

the Volkov potential, and they occur at less than 3 fm, making the overall nucleus

much smaller. The sequence of states remains the same, and the higher energy can
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Figure 4.29: The spectrum of the alpha-deuteron configuration of 6Li calculated with
the Volkov V1 interaction. The oscillator parameters are both equal to 0.53 fm−2, the
Majorana exchange parameter is equal to 0.6, and the parameters of the spin-orbit
potential are the same as in previous plots.
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Figure 4.30: The spectrum of the alpha-deuteron configuration of 6Li calculated with
the Volkov V2 interaction. The oscillator parameters are both equal to 0.53 fm−2, the
Majorana exchange parameter is equal to 0.6, and the parameters of the spin-orbit
potential are the same as in previous plots.
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Figure 4.31: The spectrum of the alpha-deuteron configuration of 6Li calculated with
the Minnesota potential. The oscillator parameters are both equal to 0.53 fm−2, the
exchange parameter, u, is equal to one, and the values of the spin-orbit parameters
are unchanged from previous plots.

be attributed to the lack of a tensor interaction.

This concludes the discussion on the operators of the Hamiltonian of 6Li. We will

now move on to the calculation of other observables.

4.5.5 Mean square radius

The calculation of the mean square radius of the alpha-deuteron configuration pro-

ceeds in the same manner as has been discussed in section 4.1.5, except that the

angular momentum projection is different. Also, one will have to do the parity pro-

jection, which has also been discussed previously (see eq.(3.80) and following plus the

last paragraph of section 4.5.1). The distinction between charge and matter radius is

lost in the case of 6Li, as now there is a proton in the external cluster. One just needs

to follow the procedure outlined in the previously mentioned section on the matter

radius, and that will give the charge and matter radius for 6Li.
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4.5.6 Electric quadrupole moment

The quadrupole moment is an indication of the shape of a nucleus. The quadrupole

moment operator is:

Q̂0 =

√

16π

5
r2Y20(Ω) = 2z2 − x2 − y2, (4.413)

and one sums over all particles for a matter quadrupole moment or just over protons

for the electric quadrupole moment. As one can see from the form of the operator,

the expectation value in spherical nuclei should be zero. If it is positive, then the

nucleons are more concentrated along the symmetry axis of the nucleus and is said to

be prolate. If it is negative, then the nucleons accumulate around the equator of the

nucleus, and the nucleus is said to be oblate. By convention, the quadrupole moment

is tabulated in the state of maximum angular momentum projection, |J,M = J〉.

The does not mean any change for us, since all our calculations for the ground state

of 6Li are in the |11〉 state. The operator in eq.(4.413) is in the body-fixed frame. In

our laboratory frame, the expectation of the quadrupole moment is:

〈JJ |QJK |JJ〉 =
3K2 − J(J + 1)

(J + 1)(2J + 3)
Q0, (4.414)

where K is the projection of angular momentum on the body-fixed axis.

Before calculating the matrix elements, we must make sure the quadrupole mo-

ment has no contamination from the center-of-mass. This is essentially the same

procedure as in the mean-square radius calculation (starting with eq.(4.52)). The

result is essentially the same as eq.(4.55):

〈Q〉 =
A− 1

A
QI −

2

A
QII , (4.415)

where QI is the one-body expectation value and QII is the two-body expectation

value. For the charge quadrupole moment, we can use this formula and divide the
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answer by two, since half of the particles are protons.

We can now give the matrix elements. Note that we must use the same style of

coordinates as in the center-of-mass calculations (see eqs.(4.61)-(4.72)). The one-body

matrix elements of the Q0 operator (eq.(4.413)) are:

〈α|Q0|α〉 =θα
(z1 − Z)2 (1 + 3x)(1 + x)

4
, (4.416)

〈d|Q0|dα〉 =θd
(z2 − Z)2 (1 + 3x)(1 + x)

4
, (4.417)

〈α|Q0|d〉 =θ12
2ν2 (z1 − Z)2 + ω2 (z2 − Z)2 (3x2 − 1) + 4νωx(z1 − Z)(z2 − Z)

(ν + ω)2
,

(4.418)

〈d|Q0|α〉 =θ12
2ω2 (z2 − Z)2 + ν2 (z1 − Z)2 (3x2 − 1) + 4νωx(z1 − Z)(z2 − Z)

(ν + ω)2
,

(4.419)

where Z is the location of the center-of-mass (replaces ZCM from the previous calcu-

lations). We have all the ingredients to calculate the one-body expectation value of

the quadrupole moment. We then need the two-body terms:

〈αα|Q0|αα〉 =θ2
α

(z1 − Z)2 (1 + 3x)(1 + x)

4
, (4.420)

〈αd|Q0|dα〉 =θαθd
(z1 − Z) (z2 − Z) (1 + 3x)(1 + x)

4
, (4.421)

〈αα|Q0|αd〉 =θαθ12
(z1 − Z) (1 + x) [ω (z2 − Z) (3x− 1) + 2ν (z1 − Z)]

2(ν + ω)
, (4.422)

〈dα|Q0|αα〉 =θαθ12
(z1 − Z) (1 + x) [ν (z1 − Z) (3x− 1) + 2ω (z2 − Z)]

2(ν + ω)
, (4.423)

〈dd|Q0|dα〉 =θdθ12
(z2 − Z) (1 + x) [ν (z1 − Z) (3x− 1) + 2ω (z2 − Z)]

2(ν + ω)
, (4.424)

〈αd|Q0|dd〉 =θdθ12
(z2 − Z) (1 + x) [ω (z2 − Z) (3x− 1) + 2ν (z1 − Z)]

2(ν + ω)
, (4.425)
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〈dd|Q0|dd〉 =θ2
d

(z2 − Z)2 (1 + 3x)(1 + x)

4
, (4.426)

〈dα|Q0|dα〉 =θ2
12

νω (z2 − Z) (z1 − Z) (3x2 + 1) + 2x
[

ω2 (z2 − Z)2 + ν2 (z1 − Z)2]

(ν + ω)2
,

(4.427)

〈dd|Q0|αα〉 =θ2
12

ν2 (z1 − Z)2 (3x2 − 1) + 2ω2 (z2 − Z)2 + 4νωx (z1 − Z) (z2 − Z)

(ν + ω)2
,

(4.428)

〈αα|Q0|dd〉 =θ2
12

2ν2 (z1 − Z)2 + ω2 (z2 − Z)2 (3x2 − 1) + 4νωx (z1 − Z) (z2 − Z)

(ν + ω)2
.

(4.429)

These matrix elements are inserted into the proper term from eqs.(3.11)-(3.20). This

is all that is needed to calculate the quadrupole moment.

This concludes the section on the alpha-deuteron configuration of 6Li. We now go

to the cigar configuration.

4.6 Cigar configuration

The cigar configuration of 6Li was introduced already in section 3.2.2, and also has

many similarities with the 6He cigar configuration (section 4.2). We just need to add

here the things that are different for lithium, and show the various energy plots.

We should note that the parity projection is not necessary in this configuration.

The symmetrization procedure (outlined starting with eq.(3.21)) of the external spins

takes care of parity of the state.

4.6.1 Kinetic energy

The kinetic energy calculation in the cigar configuration proceeds just as in the case

of 6He, save for the different angular momentum projection factor. We then examine

the plot that shows the total kinetic energy of the system (center-of-mass energy

removed), which is shown in Figure 4.32. The picture is remarkably similar to the
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Figure 4.32: The kinetic energy of the cigar configuration of 6Li as a function of
d. The spurious center-of-mass motion has been removed. The oscillator parameters
were both set equal to 0.53 fm−2.

alpha-deuteron result (Figure 4.25). The d = 0 value is 108 MeV in both plots,

which is what we expect. There is also very little separation between the three levels

in both plots. The cigar plot falls perhaps slightly faster than the alpha-deuteron

case.

4.6.2 Interaction

The details of much of the two-body interaction calculation have been covered before,

especially in the case of the Volkov potentials. These are calculated in exactly the same

way as for the cigar configuration of 6He, save for projecting into different states. There

are the additional tensor and spin-orbit interactions, however. The tensor interaction

uses the Volkov form factors, and its relevant terms are eqs.(3.120)-(3.134). The spin-
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orbit operator introduces new matrix elements. They are:

〈α± |VLS| ± α〉 =

(

νω

νω + γ(ν + ω)

)3/2
νω2d2

4 [νω + γ(ν + ω)]
sinϑ (4.430)

× exp

(

−(1 − x)ω(γ + ν) + γν

2 [νω + γ(ν + ω)]
ωd2

)

,

〈α± |VLS| ∓ α〉 = − 〈α± |VLS| ± α〉(x→ −x) (4.431)

〈α± |VLS|α±〉 = −
(

4νω

(ν + ω)∆γ(ν, ω)

)3/2
νω2d2

(ν + ω)∆γ(ν, ω)
sinϑ (4.432)

× exp

[

−ν
2 + νω + 2γ[2ν + ω(1 + x)]

(ν + ω)∆γ(ν, ω)

]

,

〈α± |VLS|α∓〉 =〈α± |VLS|α±〉(x→ −x), (4.433)

where

∆γ(a, b) = a+ b+ 4γ,

continuing:

〈± ∓ |VLS| ∓ α〉 =

(

2ω
√
νω

Dγ(ω, ν)

)3/2
(ν + ω)ω2d2

2Dγ(ω, ν)
sinϑ (4.434)

× exp

[

−(1 − x) (ω2 + νω) + 2νω + γ(3ν + 8ω)

2Dγ(ω, ν)
ωd2

]

,

〈± ∓ |VLS| ± α〉 = − 〈± ∓ |VLS| ∓ α〉(x→ −x), (4.435)

where

Dγ(a, b) = a(a+ b) + γ(3a+ b),

〈− + |VLS| + −〉 =

(

ω

ω + 2γ

)3/2
ω2d2

ω + 2γ
(4.436)

× exp

(

−ω(1 − x) + 4γ

ω + 2γ
ωd2

)

,

〈− + |VLS| − +〉 = − 〈− + |VLS| + −〉(x→ −x). (4.437)
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Figure 4.33: The potential energy as a function of d in the cigar configuration of 6Li,
calculated with the Volkov V1 interaction. In this plot, the oscillator parameters are
both equal to 0.53 fm−2, the Majorana exchange parameter is equal to 0.6, and the
spin-orbit parameters are Vso=20 MeV, and γ=0.5 fm−2.

In the listed matrix elements above, the prefactor −2γr2
0Vso has been suppressed since

it appears in all of them. These matrix elements are then plugged into the terms listed

in eqs.(3.112)-(3.119) and divided by the norm.

We show plots of the Volkov V1 and V2 results in Figures 4.33 and 4.34. These

plots include the tensor and spin-orbit interactions. These plots are qualitatively the

same, with the only difference being that the V2 plot is shifted two or three MeV lower

in energy. At d = 0, the plots correspond with the values found in the alpha-deuteron

configuration (Figures 4.26 and 4.27).

For the Minnesota potential, we must separate the terms into singlet and triplet
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Figure 4.34: The potential energy as a function of d in the cigar configuration of 6Li,
calculated with the Volkov V2 interaction. In this plot, the oscillator parameters are
both equal to 0.53 fm−2, the Majorana exchange parameter is equal to 0.6, and the
spin-orbit parameters are unchanged from the previous plot.

terms, which is different in lithium than in helium. The singlet terms are:

〈Vs〉α = 〈αα|Vs|αα〉θα

[

3θα

(

θ2
n + θ2

±

)

− 3θ2
12 (θn + θ±)

]

, (4.438)

〈Vs〉α2n2 = 〈α± |Vs| ± α〉2θ2
α

(

2θαθn − θ2
12

)

, (4.439)

〈Vs〉α2±2 = 〈α± |Vs| ∓ α〉2θ2
α

(

2θαθpm− θ2
12

)

, (4.440)

〈Vs〉ααα± = 〈αα|Vs|α±〉6θαθ12

[

2θ2
12 − θα (θn + θ±)

]

. (4.441)
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The triplet terms are:

〈Vt〉α = 〈αα|Vt|αα〉
[

3θ2
α

(

θ2
n + θ2

±

)

+ 2θ4
12 − 3θ2

12θα (θn + θ±)
]

, (4.442)

〈Vt〉α2n2 = 〈α± |Vt| ± α〉θ2
α

(

5θαθn − 3θ2
12

)

, (4.443)

〈Vt〉α2±2 = 〈α± |Vt| ∓ α〉θ2
α

(

5θαθ± − 3θ2
12

)

, (4.444)

〈Vt〉ααα± = 〈αα|Vt|α±〉2θαθ12

[

2θ2
12 − 3θα (θn + θ±)

]

, (4.445)

〈Vt〉±2∓α = −〈∓ ± |Vt| ± α〉4θ3
αθ12, (4.446)

〈Vt〉±∓∓α = −〈± ∓ |Vt| ± α〉4θ3
αθ12, (4.447)

〈Vt〉+2−2 = 〈± ∓ |Vt| ∓ ±〉θ4
α, (4.448)

〈Vt〉±∓∓± = 〈± ∓ |Vt| ± ∓〉θ4
α, (4.449)

〈Vt〉α±±α = 〈α± |Vt|α±〉2θα (2θ12 − θαθn) , (4.450)

〈Vt〉α±∓α = 〈α∓ |Vt|α±〉2θα (2θ12 − θαθpm) , (4.451)

〈Vt〉α+α− = 〈αα|Vt| + −〉4θ2
αθ

2
12. (4.452)

Figure 4.35 shows the expectation value of the Minnesota potential as a function of d.

As with the other plots, there is little differentiation of the three levels, though there

is more here than in the case of the Volkov interactions. The d=0 limit correspond

with the alpha-deuteron case (Figure 4.28), with the lowest state coming in at around

-128 MeV.

4.6.3 Total energy

The energy spectra of the cigar configuration calculated with the Volkov V1 and V2

potentials are shown in Figures 4.36 and 4.37. Once again, all three levels are very

close together, even more so, the first two levels. Since the asymptotic state is an

alpha particle and two free nucleons, the well is much deeper (in contrast with the

other configuration which asymptotically is an alpha particle and bound deuteron).

Finally, they are consistent with the alpha-deuteron configuration at d=0, where they
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Figure 4.35: The expectation value of the Minnesota potential as a function of d
calculated in the cigar configuration of 6Li. For this plot, the oscillator parameters
are both equal to 0.53 fm−2, the exchange parameter, u, is equal to one, and the spin-
orbit parameters remain unchanged from previous calculations. There is no tensor
interaction in this calculation.

both have a value of -21.2 MeV (V1) and -23.3 MeV (V2).

The story is similar with the Minnesota potential, which is shown in Figure 4.38.

There is a more clear separation of states, though they are still very close together. The

minimum still occurs close to 1 fm, and the well is still quite deep. As in the previous

case, the value of the energy at d=0 (-20.2 MeV) is the same in both configurations.

4.6.4 Mean square radius

The mean square radius calculation in the cigar configuration has been discussed be-

fore in the 6He cigar configuration section (section 4.2.4). For lithium, the calculation

is the same except for the projection process. Also, the charge and matter radius are

the same for lithium, so only one calculation is necessary.
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Figure 4.36: The energy spectrum of the cigar configuration of 6Li calculated with
the Volkov V1 potential. The oscillator parameters are both equal to 0.53 fm−2, the
Majorana exchange parameter is equal to 0.6, and the spin-orbit parameters were not
changed from the previous graphs.
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Figure 4.37: The energy spectrum of the cigar configuration of 6Li calculated with
the Volkov V2 potential. The oscillator parameters are both equal to 0.53 fm−2, the
Majorana exchange parameter is equal to 0.6, and the spin-orbit parameters were not
changed from the previous graphs.
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Figure 4.38: The energy spectrum of the cigar configuration of 6Li calculated with
the Minnesota potential. The oscillator parameters are both equal to 0.53 fm−2, the
exchange parameter, u, is equal to one, and all spin-orbit parameters are the same as
in the previous plots. There is no tensor interaction in this plot.

4.6.5 Electric quadrupole moment

The quadrupole moment operator was defined in eq.(4.414). We also must be con-

cerned with the center-of-mass contamination, so we must use eq.(4.415) in order to

remove the center-of-mass terms. In that equation, there are one-body and two-body

terms. The one-body matrix elements are:

〈α|Q0|α〉 = 0, (4.453)

〈±|Q0|±〉 = θn
d2

4
(1 + 3x)(1 + x), (4.454)

〈±|Q0|∓〉 = θ±
d2

4
(1 − 3x)(1 − x), (4.455)

〈±|Q0|α〉 = θ12
ω2d2

(ν + ω)2
(3x2 − 1), (4.456)

〈α|Q0|±〉 = θ12
2ω2d2

(ν + ω)2
. (4.457)
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The alpha term vanishes because the alpha is spherically symmetric and is located

at the origin. Similarly, all two-body matrix elements which involve a diagonal alpha

term vanish, and will not be included in the list. The non-vanishing two-body matrix

elements are:

〈+ − |Q0| − +〉 = −θ2
n

d2

4
(1 + 3x)(1 + x), (4.458)

〈+ − |Q0| + −〉 = −θ2
±

d2

4
(1 − 3x)(1 − x), (4.459)

〈+ − |Q0|α+〉 = −θnθ12
ωd2

2(ν + ω)
(3x− 1)(1 + x), (4.460)

〈+α|Q0| − +〉 = −θnθ12
ωd2

ν + ω
(1 + x), (4.461)

〈+ − |Q0|α−〉 = −θ±θ12
ωd2

ν + ω
(1 − x), (4.462)

〈+α|Q0| + −〉 = −θ±θ12
ωd2

2(ν + ω)
(x− 1)(3x+ 1), (4.463)

〈+α|Q0| + α〉 = θ2
12

2ω2d2

(ν + ω)2
x, (4.464)

〈+α|Q0| − α〉 = −θ2
12

2ω2d2

(ν + ω)2
x, (4.465)

〈+ − |Q0|αα〉 = −θ2
12

2ω2d2

(ν + ω)2
, (4.466)

〈αα|Q0| + −〉 = −θ2
12

ω2d2

(ν + ω)2
(3x2 − 1). (4.467)

The one-body matrix elements are plugged into eqs.(3.25)-(3.29), then divided by the

norm. For the two body matrix elements, the relevant equations are eqs.(3.30)-(3.44).

This then completes the quadrupole moment calculations.-

4.7 Magnetic dipole moment

In addition to electric quadrupole moments, nuclei with non-zero angular momentum

have magnetic moments as well, which is a measure of the asymmetry in the “magnetic

charge” of the nucleus. These magnetic charges come from the intrinsic magnetic

moments of the protons and neutrons, and the orbital motion of the protons (neutrons,
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being uncharged, do not produce any additional magnetic field with their motion).

The magnetic dipole moment operator is

µ̂m = µN

A
∑

i

[gℓ(i)ℓm(i) + gs(i)sm(i)] , (4.468)

where µN is the nuclear magneton (= e~/2Mpc), gℓ and gs are the orbital and spin g-

factors of the i-th nucleon, and m is the projection of the operator, since the magnetic

dipole moment is a vector operator. The g-factors are equal to:

gℓ =











1 for a proton

0 for a neutron
gs =











5.586 for a proton

−3.826 for a neutron
. (4.469)

As was the case in the quadrupole moment, we calculate the expectation value of

the magnetic moment in the state of maximum projection. We actually calculate the

projection of the magnetic moment along the nuclear spin:

〈JJ |µ0|JJ〉 =
1

J + 1
〈JJ | (µ · J) |JJ〉. (4.470)

For our 6Li system, we can make a few simplifications. The alpha particle is

spinless, and the orbital g-factor of the neutrons is zero, so we can re-write eq.(4.468)

as:

µ̂0 = µN

[

gs(n)s(n) + gs(p)s(p) +
Z
∑

p

ℓ(p)

]

, (4.471)

where the first two terms are from the spins of the external proton and neutron, and

the sum runs only over protons. We can simplify the operator further by working

with the total spin of the external particles, S = s(n) + s(p), and the total angular

momentum, L. Making this substitution, the operator becomes:

µ̂0/µn =
1

2
[(gs(n) + gs(p))S + (gs(p) − gs(n))(s(p) − s(n)) + L] , (4.472)
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where the factor 1/2 appears before L because 6Li is an N = Z nucleus, and we

can consider half of the orbital angular momentum to come from the protons. The

operator s(p) − s(n) plays no role in our calculation as our system is completely

symmetric with respect to protons and neutrons. We then take the scalar product of

this operator with the total angular momentum, J:

(µ·J)J/µN = gS
S · J

J(J + 1)
J +

L · J
2J(J + 1)

J, (4.473)

where gS is (gs(n) + gs(p))/2 or the sum of the magnetic moments of the free proton

and free neutron. Since we are working the state of maximum projection, S = Sz = 1

and J = Jz = 1. We can simplify the first term by using the relation similar to that

used for the spin orbit operator:

S · J =
1

2
(S+J− + S−J+) + SzJz. (4.474)

The terms with raising and lowering operators vanish in the state of maximum pro-

jection, and we are left with SzJz = J2. For the second term in eq.(4.473), we use the

relation L = J − S. The resulting expression for the magnetic moment is:

µ0/µN = gS
J2

J + 1
+
J(J + 1) − J2

2(J + 1)
, (4.475)

where J2 is just a number, not the operator. This is our final expression, which

depends only on quantum numbers. It is independent of the spatial configuration.

The numerical result will be given in the next chapter and discussed.
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4.8 Interference term

As with the two separate configurations of 6Li, there is a lot of repetition with the

helium calculations. In the interest of brevity, we will only add the new material here.

Thus, there will be no sections on the kinetic energy or mean-square radius, as they

are exactly the same as the helium case save for the angular momentum projection.

Projecting onto parity is not necessary in the interference term, as all matrix elements

already have a partner which is identical save for an angle-dependent term which has

the opposite sign. We will then skip the kinetic energy, and move straight to the

interaction.

4.8.1 Interaction

The Volkov central interaction is unchanged from the 6He interference term. The

tensor term has the Volkov matrix elements plugged into eqs.(3.141)-(3.153). For the

spin-orbit interaction, we do have new matrix elements. The matrix elements of the

spin orbit operator (eq.(4.410)) with the prefactor −2γr2
0Vso suppressed are:

〈αd|VLS| + α′〉 =

(

4
√
νωnw

D′
γ(ν, n, ω, w)

)3/2
wdδ[3νω + n(ν + 2ω)]

12D′
γ(ν, n, ω, w)

sinϑ (4.476)

× exp

[

− N

72D′
γ(ν, n, ω, w)]

]

,

〈αd|VLS | − α′〉 = − 〈αd|VLS | + α′〉(x→ −x), (4.477)

where

D′
γ(a, b, c, d) = (a+ b)(c+ d) + 2γ(a+ b+ c+ d),

and

N =4δ2 {νn(ω + w) + 4ωw(ν + n) + 8γ[(ν + 4ω)(n+ w) + 9νω]}

+ 9wd2[(ν + n)(ω + 2γ) + 2γω] − 24wdδx[ω(ν + n) + γ(2ω − ν)].
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Resuming, we have:

〈αd|VLS |α′+〉 = −
(

4
√
νωnw

D′
γ(ν, n, ω, w)

)3/2
wdδ[3νω + n(ν + 2ω)]

12D′
γ(ν, n, ω, w)

sinϑ (4.478)

× exp

[

− N ′

72D′
γ(ν, n, ω, w)

]

,

〈αd|VLS|α′−〉 = − 〈αd|VLS |α′+〉(x→ −x), (4.479)

where

N ′ =4δ2 [(ν + 4ω)(nw + 2γ(n+ w)) + νω(4n+ w) + 18γνω]

+ 9wd2[ν(n+ ω) + 2γ(n+ ν + ω)] + 12wdδx[ν(ω + n) + 2γ(ν − 2ω)].

Continuing:

〈αd|VLS | + −〉 =

(

4w
√
νω

D′
γ(ν, w, ω, w)

)3/2
wdδ[3νω + w(ν + 2ω)]

6D′
γ(ν, w, ω, w)

sinϑ (4.480)

× exp

[

− T

72D′
γ(ν, w, ω, w)

]

〈αd|VLS | − +〉 = − 〈αd|VLS | + −〉(x→ −x). (4.481)

where

T =4δ2[w(νw + 4ωw + 5νω) + 2γ(2νw + 8ωw + 9νω)]

+ 9wd2[w(ν + ω) + 2νω + 4γ(ν + ω + 2w)] − 12wdδx(νw + 2ωw + 3νω).

These matrix elements are plugged into eqs.(3.135)-(3.140). We remind the reader

that in the interference term, Greek letters refer to parameters of the alpha-deuteron

configuration, while Latin letters are used for the parameters of the cigar configura-

tion.

We have now addressed the tensor and spin-orbit interactions. What is left is the
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Minnesota potential in the interference term of 6Li. As was mentioned before, the

Minnesota potential has spin-dependent forces, and one must separate the terms into

singlet and triplet terms, and this separation is not the same in the two studied nuclei.

In the interference term, the singlet part is:

〈Vs〉α = 〈αα|Vs|α′α′〉θαα

[

3θααθd+θd−−
3

2
θdα (θα+θd− + θα−θd+)

]

, (4.482)

〈Vs〉α2d+ = 〈αd|Vs| + α′〉3
2
θ2

αα (θααθd− − θdαθα−) , (4.483)

〈Vs〉α2d− = 〈αd|Vs| − α′〉3
2
θ2

αα (θααθd+ − θdαθα+) , (4.484)

〈Vs〉ααα+ = 〈αα|Vs|α′+〉3
2
θααθdα (θα−θdα − θααθd−) , (4.485)

〈Vs〉ααα− = 〈αα|Vs|α′−〉3
2
θααθdα (θα+θdα − θααθd+) , (4.486)

〈Vs〉dααα = 〈dα|Vs|α′α′〉θαα

[

3θdαθα+θα−−
3

2
θαα (θα+θd− + θα−θd+)

]

.(4.487)
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The triplet component is:

〈Vt〉α = 〈αα|Vt|α′α′〉 (4.488)

×
[

3θ2
ααθd+θd− + θ2

dαθα+θα− − 3

2
θααθdα (θα+θd− + θα−θd+)

]

,

〈Vt〉α2d+ = 〈αd|Vt| + α′〉1
2
θ2

αα (5θααθd− − 3θdαθα−) , (4.489)

〈Vt〉α2d− = 〈αd|Vt| − α′〉1
2
θ2

αα (5θααθd+ − 3θdαθα+) , (4.490)

〈Vt〉ααα+ = 〈αα|Vt|α′+〉1
2
θααθdα (θdαθα− − 3θααθd−) , (4.491)

〈Vt〉ααα− = 〈αα|Vt|α′−〉1
2
θααθdα (θdαθα+ − 3θααθd+) , (4.492)

〈Vt〉dααα = 〈dα|Vt|α′α′〉θαα

[

θdαθα+θα−−
3

2
θαα (θα+θd− + θα−θd+)

]

, (4.493)

〈Vt〉α−d+ = −〈αd|Vt| + −〉θ3
ααθdα, (4.494)

〈Vt〉α+d− = −〈αd|Vt| − +〉θ3
ααθdα, (4.495)

〈Vt〉dαd+ = −〈dd|Vt|α+〉θ3
ααθα−, (4.496)

〈Vt〉dαd− = −〈dd|Vt|α−〉θ3
ααθα+, (4.497)

〈Vt〉d+d− = 〈dd|Vt| + −〉θ4
αα, (4.498)

〈Vt〉α+dα = 〈dα|Vt| + α′〉θ2
αα (2θdαθα− − θααθd−) , (4.499)

〈Vt〉α−dα = 〈dα|Vt| − α′〉θ2
αα (2θdαθα+ − θααθd+) , (4.500)

〈Vt〉α+α− = 〈αα|Vt|α′α′〉θ2
ααθ

2
dα, (4.501)

〈Vt〉dαdα = 〈dd|Vt|α′α′〉θ2
ααθα+θα−. (4.502)

The matrix elements for these terms are the same as the Volkov matrix elements.

These are plugged into the terms above, and summed together in order to calculate

the expectation value of the Minnesota potential.

This completes our discussion of interactions in the interference term of 6Li. Next,

we look at the electric quadrupole moment.
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4.8.2 Electric quadrupole moment

In order to complete the calculation of the expectation value of the electric quadru-

pole moment, we need the contribution from the interference term. The quadrupole

moment has been introduced in the previous sections on the subject, so here we just

include the matrix elements of the operator in the interference term. As shown in

eq.(4.415), there are one-body and two-body terms. The one-body terms are:

〈α|Q0|α′〉 =θαα
2ν2 (z2 − Z)2

(ν + n)2
, (4.503)

〈α|Q0|+〉 =θα+f(w, ν, ζ, z1), (4.504)

〈α|Q0|−〉 =θα−f(w, ν, ζ, z2)(x→ −x), (4.505)

〈d|Q0|+〉 =θd+f(w, ω, ζ, z2), (4.506)

〈d|Q0|−〉 =θd−f(w, ω, ζ, z2)(x→ −x), (4.507)

〈d|Q0|α′〉 =θdα
2ω2 (z2 − Z)2

(ω + n)2
, (4.508)

where f was defined in eq.(4.202).

The two-body terms are:

〈αα|Q0|α′α′〉 =θ2
αα

2ν2 (z1 − Z)2

(ν + n)2
, (4.509)

〈αd|Q0| + α′〉 =θααθd+
2ν (z1 − Z) [ω(z2 − Z) + wx(ζ − Z)]

(ν + n)(ω + w)
, (4.510)

〈αd|Q0| − α′〉 =θααθd−
2ν (z1 − Z) [ω(z2 − Z) − wx(ζ − Z)]

(ν + n)(ω + w)
, (4.511)
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〈αα|Q0|α′+〉 =θααθα+
2ν(z1 − Z) [ν(z1 − Z) + wx(ζ − Z)]

(ν + n)(ν + w)
, (4.512)

〈αα|Q0|α′−〉 =θααθα−
2ν(z1 − Z) [ν(z1 − Z) − wx(ζ − Z)]

(ν + n)(ν + w)
, (4.513)

〈αd|Q0|α′α′〉 =θααθdα
2νω(z1 − Z)(z2 − Z)

(ν + n)(ω + n)
, (4.514)

〈dd|Q0|α′+〉 =θd+θdα
2ω(z2 − Z) [ω(z2 − Z) + wx(ζ − Z)]

(ω + n)(ω + w)
, (4.515)

〈dd|Q0|α′−〉 =θd−θdα
2ω(z2 − Z) [ω(z2 − Z) + wx(ζ − Z)]

(ω + n)(ω + w)
, (4.516)

〈dα|Q0| − +〉 =
θd+θα−

(ν + w)(ω + w)
[2νω(z2 − Z)(z1 − Z) (4.517)

+2wx(ζ − Z) [ν(z1 − Z) − ω(z2 − Z)] − w2 (ζ − Z)2 (3x2 − 1)
]

,

〈dα|Q0| + −〉 =
θd−θα+

(ν + w)(ω + w)
[2νω(z2 − Z)(z1 − Z) (4.518)

−2wx(ζ − Z) [ν(z1 − Z) − ω(z2 − Z)] − w2 (ζ − Z)2 (3x2 − 1)
]

,

〈dd|Q0| + −〉 =θd+θd−
2ω2(z2 − Z)2 − w2(ζ − Z)2(3x2 − 1)

(ω + w)2
, (4.519)

〈dα|Q0| + α′〉 =θdαθα+
2ω(z2 − Z) [ν(z1 − Z) + wx(ζ − Z)]

(ω + n)(ν + w)
, (4.520)

〈dα|Q0| − α′〉 =θdαθα−
2ω(z2 − Z) [ν(z1 − Z) − wx(ζ − Z)]

(ω + n)(ν + w)
, (4.521)

〈αα|Q0| + −〉 =θα+θα−
2ν2(z1 − Z)2 − w2(ζ − Z)2(3x2 − 1)

(ν + w)2
, (4.522)

〈dd|Q0|α′α′〉 =θ2
dα

2ω2(z2 − Z)2

(ω + n)2
. (4.523)

These terms are summed together using the normal overlaps for the interference term

(eqs.(3.56)-(3.61) and eqs.(3.62)-(3.76) for the two-body term), and divided by the

norm. This completes the discussion of the interference term of 6Li, and indeed the

Gaussian approximation of 6He and 6Li as individual nuclei. We just have one final

section on the beta decay of 6He, which incorporates the interplay of both nuclei and

configurations.
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4.9 Beta decay

Beta decay is how the 6He nucleus transforms into the stable 6Li nucleus. We will

start with some background on the subject, then apply it directly to our system.

4.9.1 Background

The process of nuclear beta decay transforms a nucleus to a neighboring nucleus in

its isobaric chain:

A
ZX −→ A

Z+1Y + e− + ν̄. (4.524)

The form of beta decay illustrated above is the one relevant for the present work,

called beta-minus or negatron decay. For completeness, the other types of beta decay

are beta-plus or positron decay

A
ZX −→ A

Z−1Y + e+ + ν, (4.525)

and electron capture:

A
ZX + e− −→ A

Z−1Y + ν. (4.526)

The theory of beta decay was first formulated by Fermi in 1934 [55]. Later, it

was found out that nuclear beta decay is just part of a class of reactions described

by the so-called weak interaction. The weak interaction is mediated by very massive

particles (80-90 times the mass of a nucleon), so at normal nuclear energies, Fermi’s

contact formulation is essentially valid. One can infer the selection rules from looking

at eqs.(4.524) and (4.525). In both of those equations, the right-hand side, in addition

to the daughter nucleus, contains two other particles. These particles are electrons (or

positrons) and neutrinos (or antineutrinos). These particles are spin one-half particles,

and thus can be emitted with total spin zero or total spin one. Since transitions are

much more probable if no orbital angular momentum is carried away by the particles,

we have two kinds of “allowed” beta decay. The spin zero case is called Fermi beta
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decay, and the spin one case Gamov-Teller [56]. These selection rules are summarized

here:

Fermi Gamov − Teller

∆J = 0 ∆J = 0, 1 (but not 0 → 0)

πiπf = +1 πiπf = +1

∆J is the difference in total angular momentum of the initial and final states, |Jf−Ji|,

and πiπf is the product of the parities of the initial and final states. With these

selection rules, we have the two kinds of allowed beta decay transitions, and can

calculate transition probabilities.

In beta decay, experimenters often measure the half-life of the given state or

nucleus. The half-life is

t1/2 =
ln 2

Tfi
, (4.527)

where Tfi is the transition rate between a specific set of initial and final states.

Inserting the expression for Tfi, eq.(4.527) simplifies to

t1/2 =
K0

f0 (BF +BGT )
, (4.528)

where K0 is a collection of fundamental constants:

K0 =
2π3

~
7 ln 2

m5
ec

4G2
F

= 6147s, (4.529)

f0 is a dimensionless phase-space integral involving the lepton kinematics in the

Coulomb field of the daughter nucleus (known as the Fermi integral), and BF and

BGT are the reduced transition probabilities, analogous to the B(E2) of the electro-
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magnetic transitions. They are:

BF =
g2

V

2Ji + 1
|MF |2 BGT =

g2
A

2Ji + 1
|MGT |2, (4.530)

where gV and gA are the vector and axial vector coupling constants, respectively, Ji is

the total spin of the initial state, and M is the matrix element that contains all the

nuclear information. A simpler quantity to work with than the half-life is a quantity

that removes the Fermi integral:

log ft = log f0t1/2, (4.531)

where the logarithm is used because ft is often a very large number.

The matrix elements in eq.(4.530) involve the Fermi and Gamov-Teller transition

operators. For BF , we have

|MF |2 = |〈f |T±|i〉|2, (4.532)

where

T± =
∑

k

t±, (4.533)

where t± is the isospin raising or lowering operator and is summed over all nucleons.

The Gamov-Teller operator is

ÔGT = σt±, (4.534)

where σ is the spin vector, and t± is the isospin raising or lowering operator as before.

This operator is also a one-body operator, and is summed over all nucleons.

We now have all the information we need in order to proceed to our specific

problem, the decay of 6He.
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4.9.2 Helium-6 beta decay

The beta decay of 6He proceeds like in eq.(4.524):

6
2He −→6

3 Li + e− + ν̄.

Given that 6He has a ground state of 0+, and the ground state of 6Li is a 1+ state,

we have a pure Gamov-Teller decay. A decay to any of the excited states of lithium

would be a forbidden decay, as ∆J > 1. We then just need to concern ourselves with

the Gamov-Teller transition from the previous section.

Our goal is to calculate BGT , which for our specific case is:

BGT =
∑

ν,mf

∣

∣

∣

∣

∣

〈6Li(1mf)|
∑

k

σk
ν t

k
+|6He(00)〉

∣

∣

∣

∣

∣

2

, (4.535)

where the sums go over k, the neutrons in 6He, mf , the magnetic sub-states of the

final state in 6Li, and ν, which is the index of the Pauli spin matrices. We work with

the following representation of the Pauli matrices:

σ = σxx̂ + σyŷ + σzẑ (4.536)

=
1

2
(σ+ + σ−) x̂ +

1

2ı
(σ+ − σ−) ŷ + σzẑ, (4.537)

where

σ+ =







0 2

0 0






σ− =







0 0

2 0






, (4.538)

and σz is the normal z term of the Pauli matrices. We then have to calculate the

overlap of 6Li with a 6He nucleus where a neutron has been changed into a proton.

To guide our calculation, we will begin by verifying the Gamov-Teller sum rule for

our system.
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For Gamov-Teller decays, a sum rule exists that states:

∑

f

[B
(i,f)
GT+ − B

(i,f)
GT−] = 3(Ni − Zi), (4.539)

where the sum is over the final states, and the sum rule itself is the difference in the

BGT value for a given initial state to either β+ or β− decay. The result depends on

the proton and neutron numbers of the initial state. In the case of 6He, the sum rule

is equal to six. To see if we can obtain this result, we first look back at our starting

equation, eq.(4.535). In principle, because of the sum over spin projections and final

m states, we would have nine terms in the sum. However, by re-writing the sigma

operator in terms of the raising and lowering operators, we can reduce the number.

Since the σ± operators flip the spin of a particle, they can only connect 6He’s ground

state with the ±1 projections of the final state in 6Li, while the σz operator connects

to the longitudinal projection of the final state. The sum in eq.(4.535) runs over all

the neutrons in 6He, but if it acts on a neutron in the alpha particle, the matrix

element vanishes. This is because it creates a third proton inside the alpha particle

where there are already two s-wave protons, thus a proton cannot be created there

without an excitation in orbital angular momentum, which is not permitted for an

allowed Gamov-Teller transition, so we can simplify our calculation by considering

the external neutrons only.

In calculating the sum rule, we begin with the term that corresponds to σx, which

connects to the mf = ±1 final state in 6Li:

〈6Li(1 ± 1)|σxt+|6He(00)〉 =
1

2
〈1 ± 1Li|(σ+ + σ−)|00He〉. (4.540)

Now we work with just the mf = 1 final state. Only the σ+ term contributes, and
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consider only the external particles. We write in first quantization to be clear:

1

4
〈(n+p+ − p+n+) |σ+t+| (n+n− − n−n+)〉 =

1

2
〈(n+p+ − p+n+) | (n+p+ − p+n+)〉 = 1.

(4.541)

This equals one only because we have assumed, in this ideal case, that all parameters

are identical between the two nuclei, and then the overlap can be one. Now, for the

mf = −1 final state:

1

4
〈(n−p− − p+n+) |σ−t+| (n+n− − n−n+)〉 =

1

2
〈(n−p− − p+n+) | (p−n− − n−p−)〉 = −1.

(4.542)

When summed together, the result for σx is zero. We now look at the σy terms. For

σy, our starting point is

1

2ı
〈1 ± 1Li|(σ+ − σ−)|00He〉. (4.543)

The action of the operators is the same as for σx, but there is an extra minus sign,

which makes the result equal to 2ı. We then take the magnitude squared, which is

four. We have two thirds of the expected sum, with one term left, the σz term.

The wave function of the longitudinal state of 6Li looks like this in first quantiza-

tion (again, referring only to the external particles):

|ψ(6Li); 10〉 =
1

2
(|p+n−〉 + |p−n+〉 − |n+p−〉 − |n−p+〉) , (4.544)

where p is a proton and n is a neutron, and the ± refer to spin projections. One

can see that the wave function is symmetric with regards to spin exchange, and

antisymmetric with respect to the “flavor” exchange of proton and neutron (the state

is an isosinglet). We now turn to the action of the σz operator which connects 6He

with with mf = 0 state in 6Li. We begin with

1

2
√

2
〈p+n+ + p−n+ − n+p− − n−p+|σzt+|n+n− − n−n+〉. (4.545)
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After the operator acts, the result is

1

2
√

2
〈p+n+ + p−n+ − n+p− − n−p+|p+n− − n+p− + p−n+ − n−p+〉 =

√
2. (4.546)

We then square the result, we get two, which then completes the sum rule.

Now that we have verified the sum rule, we can look into the overlap of our lithium

and helium wavefunctions. We must find the overlap of alpha-dineutron with alpha-

deuteron, cigar with cigar, and the cross terms. Each overlap is of the form similar to

that which was calculated in the interference term (eq.(3.49)), except it is an overlap

of a configuration of 6Li with a configuration of 6He where one of the neutrons has

been turned into a proton.

We will begin with the alpha-dineutron alpha-deuteron overlap. For clarity, we

will call the alpha-two-particle cluster configurations c1, the first configuration, and

the cigar configurations c2. We then want to calculate:

〈ψ1(Li)|ψ1(He)〉 =
θ2

αα (θααθdd − θdαθαd)
2

√

〈ψ1(Li)|ψ1(Li)〉〈ψ1(He)|ψ1(He)〉
. (4.547)

The denominator in eq.(4.547) contains the usual normalizations of both systems.

We now have some new overlaps to list, and we will need a new convention for the

symbols of each configuration and nucleus. Greek letters will refer to parameters in

lithium, and Latin letters will refer to parameters in helium. Parameters will also be

labeled with subscripts. A subscript one will indicate the first configuration of the

particular nucleus, and a subscript two will indicate the cigar configuration. With
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that in mind, we list the overlaps used in eq.(4.547):

θαα = 〈α|α′〉 =

(

2
√
ν1n1

ν1 + n1

)3/2

exp

[

−ν1n1 (δ2
1 + d2

1 − 2d1δ1x)

18(ν1 + n1)

]

, (4.548)

θdd = 〈d|d′〉 =

(

2
√
ω1w1

ω1 + w1

)3/2

exp

[

−2ω1w1 (δ2
1 + d2

1 − 2d1δ1x)

9(ω1 + w1)

]

, (4.549)

θαd = 〈α|d′〉 =

(

2
√
ν1w1

ν1 + w1

)3/2

exp

[

−ν1w1 (δ2
1 + 4d2

1 + 4δ1d1x)

18(ν1 + w1)

]

, (4.550)

θdα = 〈d|α′〉 =

(

2
√
ω1n1

ω1 + n1

)3/2

exp

[

−ω1n1 (4δ2
1 + d2

1 + 4δ1d1x)

18(ω1 + n1)

]

. (4.551)

These are the overlaps contained in eq.(4.547). We then look at the transition between

the two cigar configurations:

〈ψ2(Li)|ψ2(He)〉 =
θ4

αα

(

θ2
nn + θ2

±

)

+ 2θ2
ααθ

2
αnθ

2
nα − 2θ3

ααθαnθnα (θnn + θ±)
√

〈ψ2(Li)|ψ2(Li)〉〈ψ2(He)|ψ2(He)〉
. (4.552)

The overlap in the above equation are:

θαα = 〈α|α′〉 =

(

2
√
ν2n2

ν2 + n2

)3/2

, (4.553)

θnn = 〈±|±′〉 =

(

2
√
ω2w2

ω2 + w2

)3/2

exp

[

−ω2w2 (δ2
2 + d2

2 − 2δ2d2x)

8(ω2 + w2)

]

, (4.554)

θ± = 〈±|∓′〉 =

(

2
√
ω2w2

ω2 + w2

)3/2

exp

[

−ω2w2 (δ2
2 + d2

2 + 2δ2d2x)

8(ω2 + w2)

]

, (4.555)

θαn = 〈α|n′〉 =

(

2
√
ν2w2

ν2 + w2

)3/2

exp

[

− ν2w2d
2
2

8(ν2 + w2)

]

, (4.556)

θnα = 〈n|α′〉 =

(

2
√
ω2n2

ω2 + n2

)3/2

exp

[

− ω2n2δ
2
2

8(ω2 + n2)

]

. (4.557)

The next transition is from the cigar configuration of 6He to the alpha-deuteron

configuration of 6Li. The form of the matrix element is:

〈ψ1(Li)|ψ2(He)〉 = −
√

2θ2
αα [θ2

ααθd+θd− + θ2
dαθα+θα− − θααθdα (θα+θd− + θα−θd+)]

√

〈ψ1(Li)|ψ1(Li)〉〈ψ2(He)|ψ2(He)〉
.

(4.558)

The minus sign makes the overlap equal to positive one when all parameters are equal
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and the distances are set to zero. The overlaps are:

θαα = 〈α|α′〉 =

(

2
√
ν1n2

ν1 + n2

)3/2

exp

[

− ν1n2δ
2
1

18(ν1 + n2)

]

, (4.559)

θd+ = 〈d|+′〉 =

(

2
√
ω1w2

ω1 + n2

)3/2

exp

[

−ω1w2 (16δ2
1 + 9d2

2 − 24δ1d2x)

72(ω1 + w2)

]

,(4.560)

θd− = 〈d|−′〉 =

(

2
√
ω1w2

ω1 + n2

)3/2

exp

[

−ω1w2 (16δ2
1 + 9d2

2 + 24δ1d2x)

72(ω1 + w2)

]

,(4.561)

θα+ = 〈α|+′〉 =

(

2
√
ν1w2

ν1 + w2

)3/2

exp

[

−ν1w2 (4δ2
1 + 9d2

2 + 12δ1d2x)

72(ν1 + w2)

]

, (4.562)

θα− = 〈α|−′〉 =

(

2
√
ν1w2

ν1 + w2

)3/2

exp

[

−ν1w2 (4δ2
1 + 9d2

2 − 12δ1d2x)

72(ν1 + w2)

]

, (4.563)

θdα = 〈d|α′〉 =

(

2
√
ω1n2

ω1 + n2

)3/2

exp

[

− 2ω1n2δ
2
1

9(ω1 + n2)

]

. (4.564)

Finally, we have the transition from the alpha-dineutron of 6He to the cigar configu-

ration of 6Li. The matrix element is:

〈ψ2(Li)|ψ1(He)〉 = −
√

2θαα [θ2
ααθ+dθ−d + θ2

nαθ+αθ−α − θααθnα (θ+αθ−d + θ−αθ+d)]
√

〈ψ2(Li)|ψ2(Li)〉〈ψ1(He)|ψ1(He)〉
.

(4.565)

The overlaps are:

θαα = 〈α|α′〉 =

(

2
√
ν2n1

ν2 + n1

)3/2

exp

[

− ν2n1d
2
1

18(ν2 + n1)

]

, (4.566)

θ+d = 〈+|d′〉 =

(

2
√
ω2w1

ω2 + w1

)3/2

exp

[

−ω2w1 (9δ2
2 + 16d2

1 − 24δ2d1x)

72(ω2 + w1)

]

,(4.567)

θ−d = 〈−|d′〉 =

(

2
√
ω2w1

ω2 + w1

)3/2

exp

[

−ω2w1 (9δ2
2 + 16d2

1 + 24δ2d1x)

72(ω2 + w1)

]

,(4.568)

θ+α = 〈+|α′〉 =

(

2
√
ω2n1

ω2 + n1

)3/2

exp

[

−ω2n1 (9δ2
2 + 4d2

1 + 12δ2d1x)

72(ω2 + n1)

]

, (4.569)

θ−α = 〈−|α′〉 =

(

2
√
ω2n1

ω2 + n1

)3/2

exp

[

−ω2n1 (9δ2
2 + 4d2

1 − 12δ2d1x)

72(ω2 + n1)

]

, (4.570)

θnα = 〈n|α′〉 =

(

2
√
ω2n1

ω2 + n1

)3/2

exp

[

− 2ω2n1d
2
1

9(ω2 + n1)

]

. (4.571)

We now have all the overlaps of all the configurations. The total matrix element
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depends on these overlaps as well as the coefficients of the individual coefficients in

their wave functions:

〈Ψ(Li)|σt+|Ψ(He) = c1Lic1HeM11 + c2Lic2HeM22 + c1Lic2HeM21 + c2Lic1HeM12, (4.572)

where Mif is shorthand for the overlap matrix elements given above, and the first

subscript is the initial configuration and the second subscript is the final configuration.

The coefficients ci are determined by the minimization of the expectation values of

the Hamiltonians of the individual nuclei. Since the overlap does not depend on the

magnetic sub-states of 6Li, the result of eq.(4.572) is squared, then multiplied by six

to obtain the final result for BGT . Thus, if the overlap was a perfect one, then we

would obtain the sum-rule of six. The result is then plugged into the equation

log ft = log

(

6147s

g2
ABGT

)

, (4.573)

where the axial-vector coupling constant gA is equal to 1.2695 [57], which gives the

log ft value for the beta decay of 6He.

This concludes the chapter which shows the results of the Gaussian approximation

in the two systems of interest in this work. In the next chapter, we will show the

numerical results of the calculations and compare them with experiment and other

theories.
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Chapter 5

Numerical Results

In this chapter, we show the numerical results of the calculations outlined in the

previous two chapters. They are then discussed and compared with experimental

findings and the results of other theories. The results will be presented in several

tables. The first to be discussed will be 6He, beginning with the optimal variational

parameters and relative weights of the configurations, then energies, and finally other

observables. We will then follow with the same for 6Li.

5.1 Helium-6

5.1.1 Spatial parameters

We begin the discussion of the 6He results with showing the optimal values of the

variational parameters for the ground and excited states, which are displayed in Table

5.1. The variational parameters are the two oscillator strengths, ν and ω, and the

alpha-external neutron distance d. They are shown in the table for three potentials:

Volkov V1 (the column V1), Volkov V2 (column V2), and the Minnesota potential

(column M).

The table shows that there is little difference in the minimization between the

two sets of Volkov parameters, and indeed the Minnesota parameters are also similar,
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Table 5.1: This table shows the optimized variational parameters of the two config-
urations of 6He for the three different potentials considered: Volkov V1 (V1), Volkov
V2 (V2), and Minnesota (M).

ν (fm−2) ω (fm−2) d (fm)
V1 V2 M V1 V2 M V1 V2 M

α-2n 0.51 0.51 0.56 0.40 0.40 0.35 3.71 3.71 3.71
cigar 0.50 0.50 0.50 0.48 0.48 0.45 1.61 1.61 1.51

α-2n(2+) 0.50 0.50 0.56 0.30 0.30 0.30 3.01 3.01 2.41
cigar(2+) 0.50 0.50 0.51 0.40 0.40 0.42 1.01 1.01 0.91

even for the excited state. This is not too surprising, as was seen in the plots of the

previous chapter, there was not a lot of qualitative difference between the potentials.

There is an interesting contrast between the two configurations when it comes to

the location of the minimum. In the alpha-dineutron, the alpha-neutron distance is

rather large, and if one looks at the kinetic energy plot (Figure 4.5), one can see that

the kinetic energy is still close to its asymptotic value, meaning the neutrons are still

mostly all in s-waves. In the cigar configuration, however, if one looks at its kinetic

energy (Figure 4.17), at the point where the minimum occurs, the kinetic energy is

much higher than its asymptotic value, which means that two of the neutrons spend

most of their time in the p-shell. The minimum is at a smaller value of d in the

cigar configuration because the potential falls off faster in this configuration. This is

due to the fact that as d increases, not only is the attraction between the external

neutron and the alpha particle decreasing, but the attraction from the other neutron

decreases even faster, which keeps the neutrons closer to the alpha particle in the

cigar configuration.

5.1.2 Energy

The energy results and relative weights of the configurations are shown in Table 5.2.

One can see when comparing the results obtained with the two Volkov potentials,

that there is consistently about a 1.5 MeV difference in the energy calculations, and

a 9.5 MeV difference between the alpha-dineutron configuration and the cigar con-
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figuration. This in turn gives similar results for the relative contributions of each

configuration in the overall wave function. In the Minnesota potential, the two con-

figurations are much closer in energy. This is because 6He is built up mostly of singlet

pairs, which have a much weaker attraction in the Minnesota potential. It is then less

favorable to have the two external neutrons close to each other than with the Volkov

potentials. Thus, the alpha-dineutron configuration is less dominant in the system

described by the Minnesota potentials. In the case of the weights of the configura-

tions, the balance of the wave function (since the sum of the two c2i ’s is not one) is

carried by the interference term, which means there is a fairly large overlap between

the two spatial configurations (around 32% in the case of the Volkov potentials and

39% in the case of the Minnesota potential). As for the energy of the 2+ excited state,

the origin of the large gap is the alpha-dineutron configuration, and specifically the

kinetic energy. At the larger values of d, the Volkov potentials to not greatly distin-

guish between the two levels, but the kinetic energy does, which contributes the most

to the large gap between the ground state and first excited state. In the case of the

Minnesota potential, the source is in the interference term. Though the two individual

configurations match up well with the observed gap, the interference term is still close

to 40% of the wave function, and it has a much larger gap, which then creates the

large overall gap seen in the table. For considering the excited state, one often needs

a larger amount of input than to describe the ground state. For the excited state, the

spin-triplet configuration of the external neutrons may become important. According

to a few-body calculation [58], the spin-triplet configuration accounts for 32% of the

wavefunction of the 2+ excited state. Also, eventually, triton clustering would also

become important, but we don’t expect triton clustering to be important just 2 MeV

above the ground state.

Other theoretical models have also done well in reproducing the binding energy of

6He. The Fermionic Molecular Dynamics (FMD) approach obtains a -29.1 MeV value

when working with the realistic Argonne V18 potential [59]. A similar method, An-
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Table 5.2: The total energy results for the individual configurations and the minimized
results, plus the weights of the configurations in the wave function and the excitation
energy of the 2+ excited state. The calculated energies of the alpha particle and the
alpha particle plus dineutron are provided for comparison.

〈E〉 (MeV) c2i E(2+) (MeV)
V1 V2 M V1 V2 M V1 V2 M

α-2n -25.7 -27.2 -19.1 .598 .607 .441 +3.891 +3.770 +1.932
cigar -16.3 -17.7 -14.3 .0864 .0824 .168 +1.665 +1.571 +1.002

overall -27.2 -28.7 -22.1 N/A +4.990 +4.912 +4.714
exp [31] -29.3 N/A +1.797

α -28.0 -28.9 -25.1 N/A N/A
α+2n -26.1 -27.2 -19.7 N/A N/A

tisymmetrized Molecular Dynamics (AMD), obtains -28.6 MeV with the Volkov V2

interaction (modified with the addition of Bartlett and Heisenberg exchange terms),

the Coulomb interaction and a spin-orbit interaction (which does not vanish in their

formulation) [60]. AMD calculations also obtained excellent agreement for the ex-

cited state of 6He with a result of +1.86 MeV relative to the ground state. Unsur-

prisingly, the ab initio models, Variational and Green’s Function Monte Carlo (VMC

and GFMC) [33, 61] and No-Core Shell Model (NCSM) [32] achieve almost perfect

agreement with experiment with their energy results. These models have many more

parameters, including some kind of three-body interaction in order to achieve agree-

ment with experiment. Their results for two-body forces only are -23.8 MeV (Argonne

V18) [61] and -26.7 (CD-Bonn 2000), respectively.

As for the relative contributions of the two configurations, FMD obtains two

minima in their calculations, corresponding to our cigar and dineutron configurations.

In their results, the cigar configuration only lies 1.1 MeV above the alpha-dineutron

configuration. Thus, they agree that the dominant configuration would be the alpha-

dineutron configuration, but not nearly as dominant as in our results. This could

be a result of the interaction, as we have seen with a more realistic interaction (the

Minnesota potential), the two configurations are much closer in energy compared to

the Volkov potential results, so perhaps we would obtain a similar result with a more
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complicated interaction.

Another point of view is expressed by Bertulani and Hussein [62]. From elec-

tromagnetic dissociation data, they have extracted a B(E1) value, and from that

determined the opening angle between the neutrons in 6He to be 83◦. This is an

interesting result, as that angle is almost halfway between our two configurations.

However, the opening angle of 83◦ also leads to a matter radius that is much larger

than the experimental matter radius, so the question seems far from resolved. A

mean field calculation studying dineutron correlations [63] found both cigar-like and

dineutron correlations in 6He, both of which were dominated by spin singlets. They

also found more particle density in the dineutron configuration than the cigar con-

figuration, but their results were obtained with Hartree-Fock-Bogoliubov model with

Quasi-particle Random Phase Approximation, which has questionable validity for a

six-particle system.

Experiments have also been done in order to try and determine the dominant

component of the 6He wave function. An experiment that looked at 6He break-up on

a 209Bi target found that the cross section for one neutron transfer was one-fourth

that of the two-neutron transfer [64]. Another experiment looked explicitly for one and

two-neutron transfer with a reaction on copper, and its preliminary results show the

two-neutron cross section is greater by two orders of magnitude [29]. Most experiments

use the dineutron model in their analysis to calculate things such as reaction cross

sections [65], but this has more to do with the ease of the calculation than a completely

accurate structural picture of 6He. In other words, the geometrical picture of 6He is

still an open question, but from the current results, the cluster picture appears more

adequate.

5.1.3 Radii and other observables

Table 5.3 shows our results for the charge radius, matter radius, and B(E2); 0+→ 2+

for 6He, and includes experimental results and the results of other theoretical models.
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As before, for our results, we divide them into columns for each of the different

potentials, and show results for each individual configuration. Configuration results

for the B(E2) are not really applicable since the transition links both configurations.

Items in the table marked “N/A” in the rows for other theoretical results mean the

author is unaware of results for that particular quantity.

When looking at our results for the charge radius, the result obtained in the alpha-

dineutron configuration most closely matches the experimentally observed number.

The cigar configuration is much smaller, since the charge resides at the center-of-

mass in this configuration, and thus should just be the size of the alpha cluster. The

alpha is enlarged in our model slightly, which gives the value shown in the table

compared to the measured 1.67 fm for the alpha particle. This is not a problem, as

the presence of the neutrons could certainly cause the alpha particle to swell when

compared to an isolated alpha. An enlarged alpha could better overlap with the

somewhat distant external neutrons. The cigar component is a small part of the wave

function, but the interference term, which comprises 32% of the wave function in the

case of the Volkov potentials contributes an even smaller value, which accounts for

the slightly undersized charge radius. Since the interference and cigar configurations

account for an even larger part of the wave function calculated with the Minnesota,

both the charge and matter radii obtained with these wave functions are small. The

matter radius calculated with the Volkov potentials is satisfactory, especially when

one considers the wide dispersion of experimental values that have been reported.

Values of 2.26 [66], 2.33 [67], and 2.52 [68] have also been published from experiments

performed in the late 1980s and early 1990s. The other theories also do well for the

radii, especially the ab initio models. It should be noted that the AMD calculations

add constraints in order to fit matter radii, so it is no surprise that they can produce

a large neutron radius.

Our result for the B(E2) is comparable with other theories and experiment, but

there is a large spread of results. The experiment is a difficult one because the 2+ state
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Table 5.3: Results for the charge radius (rch), matter radius (rm), and B(E2) calcu-
lated with the three different potentials discussed in this work. Experimental values
and the values of other theoretical models are also shown. Experimental uncertainties
are shown in parentheses after the quoted value.

√

r2
ch) (fm)

√

r2
m (fm) B(E2)0+→ 2+ (e2fm4)

V1 V2 M V1 V2 M V1 V2 M
α-2n 2.08 2.08 2.05 2.51 2.52 2.36 N/A N/A N/A
cigar 1.75 1.75 1.75 2.14 2.14 2.14 N/A N/A N/A

overall 1.99 1.98 1.91 2.40 2.40 2.26 2.891 2.932 2.305
exp 2.05(1) [70] 2.48(3) [71] 5.4(7) [64], 3.2(6) [69]

AMD N/A 2.37 [60] N/A
FMD 2.02 [59] 2.42 [59] N/A

GFMC 2.05 [72] N/A 9.05 [73]
NCSM 2.03 [74] N/A 1.056 [32]

is above the alpha-n − n threshold, and the experiments report varying amounts of

model dependence in their results (more so in the older experiment [69]). To add to the

theoretical results, we quote a few-body calculation, which gives a B(E2) of around

1.0 e2 fm4 at the resonance, then grows as more of the continuum is included [58]. As

mentioned, this is a difficult experiment, and it seems more experiments should be

done before any consensus will be formed on this process.

5.1.4 Asymptotics

Loosely-bound, few-body systems are unique in many ways, one of which is the asymp-

totic behavior of the wave function. Since the external particles, in this case neutrons,

exist further away from the tightly bound core than the typical range of the nuclear

force (1-2 fm), they are in the classically forbidden region. Particles in the classically

forbidden region should have exponential asymptotic behavior. In our formulation so

far, all particles have Gaussian asymptotics. We wanted to test to see what kind of

impact these asymptotics might have.

We reasoned that these asymptotics are first most appropriate for the alpha-

dineutron configuration. Our minimum in energy occurs at 3.7 fm, which is far into

the classically forbidden region. The cigar configuration is more compact, and has a

169



minimum at 1.6 fm, which is a borderline case. We also decided to check the effect

in the body-fixed frame. Adding the exponential tail destroys the analyticity of the

calculations, and further including angular momentum projection is extremely taxing

computationally, therefore we proceeded with calculations in the body-fixed frame.

We did not change the alpha-particle wave functions, since it is a tightly bound

system. The dineutron wave functions were changed to:

φd(r) =











(

ω
π

)3/4
exp (−ωr2/2) r < R

(

ω
π

)3/4
exp (ωR2/2) exp (−ωRr) r ≥ R,

where R is the matching radius. The calculations were done in spherical coordinates,

with the modified tails of the dineutron particles going away from the alpha particle.

For our calculations, R was chosen to be 3 fm, which is the approximate point at

which the Volkov interaction becomes negligible.

In Table 5.4, we show some results from the body-fixed frame with the alternate

asymptotics (Exp Asym) and the reference Gaussian asymptotics (Ref Asym). We

show them in this form because as a plot, the two curves would be on top of each

other. As one can see from the values in the table, the difference is not tremendous.

The new asymptotics create a minimum which is lower by about 180 keV, then it

falls off slightly faster, becoming shallower by around 300 keV before converging to

essentially the same asymptotic value. The matter radius was also calculated for the

value of d which is the minimum in the projected ground state (3.71 fm), and the

value was 2.342 fm with the new asymptotics and 2.341 with the old asymptotics.

In our calculations, the exponential asymptotics did not appear to make a great

difference. They should, however, be perhaps investigated further. Perhaps a more

realistic potential, or the addition of a long-ranged interaction such as the Coulomb

interaction (not necessary for 6He, but would be desirable for 6Li). Also, upgraded

computational techniques would make examining the effect of the asymptotics easier,

as with the current methods some of the numerical integrals took 48 hours to com-
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Table 5.4: A table of values at various values of d of the total energy calculated with
exponential asymptotics(Exp Asym) and Gaussian asymptotics (Ref Asym) in the
body-fixed frame of 6He. For the exponential asymptotics, the matching radius was
set to 3 fm.

〈E〉 (MeV)
d Alt Asym Ref Asym

2.1 -11.2654 -11.5031
2.6 -11.8268 -11.6410
3.1 -11.5632 -11.3159
3.6 -10.6260 -10.6390
5.1 -8.3442 -8.6718
7.1 -8.1492 -8.1432

plete, which makes progress on calculating matrix elements (of several integrals) very

sluggish, and additionally projected wave functions could be examined.

This concludes the section on the numerical results for 6He. We have shown results

with fair to good agreement with experimental data. It is important to note that our

model is a simple model with six parameters in two configurations (two oscillator

parameters and one distance per configuration). AMD calculations have three pa-

rameters per basis state, and approximately 150 basis states are used for a converged

calculation. FMD calculations have 7A parameters (where A is the number of nucle-

ons) per Slater determinant, and the best results are obtained with a superposition

of many Slater determinants. They are able to generate very accurate results with

these highly computational methods, but we are able to obtain comparable results

with physically clear, and simple input.

5.2 Lithium-6

5.2.1 Spatial parameters

As with the section on helium, we begin by showing the minimized variational pa-

rameters for 6Li. These can be found in table 5.5. The results for the two Volkov

potentials are nearly identical once again, though this time there are some very small
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Table 5.5: The minimized variational parameters of the ground state 6Li and two
excited states. Results are shown for the three potentials discussed throughout this
work.

ν (fm−2) ω (fm−2) d (fm)
V1 V2 M V1 V2 M V1 V2 M

α-d 0.54 0.54 0.56 0.55 0.55 0.60 3.51 3.50 2.71
cigar 0.50 0.50 0.52 0.50 0.50 0.52 1.21 1.11 1.01

α-d(2+) 0.53 0.54 0.56 0.52 0.50 0.58 3.51 3.40 2.71
cigar(2+) 0.50 0.50 0.52 0.50 0.52 0.52 1.11 1.11 1.01
α-d(3+) 0.53 0.53 0.56 0.52 0.52 0.58 3.40 3.40 2.61
cigar(3+) 0.50 0.50 0.52 0.52 0.52 0.52 1.01 1.01 1.01

differences (and more for the excited states). The Minnesota results are fairly similar

to the Volkov ones in the oscillator lengths, but are different in the minimum value

of d, especially in the case of the alpha-deuteron configuration. The reason for this

will be discussed in the section on energy. We also see that the cigar configurations

are consistently more compact than the alpha-deuteron configurations, though their

single-particle constituents are more diffuse (a lower oscillator parameter means a

more spatially diffuse object). The alpha-deuteron configurations have much lower

kinetic energies than the cigar configurations because of their large values of d. Even

in the case of the Minnesota potential, the alpha-deuteron configuration is 20 MeV

lower in kinetic energy. The more rapidly falling potential once again confines the

cigar configuration into a smaller space.

5.2.2 Energy

In Table 5.6, the ground state energy and relative weights are shown for 6Li. When

looking at the table, we see some similarities with the results for 6He. Once again,

the Volkov potentials are much stronger in binding the alpha-deuteron configuration

rather than the cigar configuration. The disparity is even greater in the case of 6Li,

where the margin is almost 12 MeV where it was 9 in the case of 6He. The disparity

is less when calculated with the Minnesota potentials. When compared with exper-

172



Table 5.6: The results for the ground state energies of 6Li calculated with the Volkov
V1, Volkov V2, and the Minnesota potential. The Volkov calculations were done
with a tensor interaction, and all three were performed with a spin-orbit interaction.
Results for the alpha particle plus deuteron are given as a guide (row “α+ d”).

〈E〉 (MeV) c2i
V1 V2 M V1 V2 M

α-d -35.6 -37.4 -27.6 .700 .722 .741
cigar -24.2 -25.8 -21.3 .0493 .0445 .0279

overall -36.5 -38.2 -27.9 N/A
α+d -33.2 -34.4 -24.9 N/A

exp [31] -32.0 N/A

iment, the Volkov potentials over-bind substantially while the Minnesota potential

seems to be underbound. The source of the over-binding the Volkov potentials can

be traced to the tensor interaction. The Volkov potential was not designed with a

tensor interaction, and thus using it as a radial form factor for a tensor interaction

produces too much binding. This also, however, keeps the value of d large for 6Li

despite being over-bound. The tensor interaction in the free deuteron is stronger than

when the deuteron is brought closer to the alpha particle, so the tensor interaction

effectively pushes the deuteron further away from the alpha particle. In the case of

the cigar configuration, asymptotically there is only a free proton and neutron, so

there is no tensor interaction, and thus in the cigar configuration, the tensor pulls

the two particles closer to the alpha particle. The spin-orbit interaction, which also

does not follow any prescription of any particular potential model, appears to only

have a small effect with its current set of parameters, affecting the binding energy by

at most 500 keV and pulling the particles to slightly smaller values of the distance

parameter.

Other than the ab initio models (which reproduce the binding energy of 6Li very

well), there are not many other theoretical models to compare with. The author is

unaware of results for 6Li in either AMD or FMD. There are mid-90s calculations

of a Russian group using a method inspired by Resonating Group Method that they

call Antisymmetrized Multicluster Dynamic Model with Pauli projection (AMDMP),
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which uses cluster wave functions, nucleon-nucleon potentials, and an alpha-deuteron

potential of their own devising [75]. They use a Pauli projection technique in order to

exclude Pauli forbidden states, such as all particle sitting in s-waves, though we have

seen under certain conditions this is not necessarily forbidden. Their best result for the

binding energy of 6Li is -31.5 MeV [76] with the Reid soft core potential and their own

alpha-deuteron potential. We can also compare with the results of Wildermuth and

Tang, who were mentioned in the introduction as earlier pioneers of cluster models.

Their best result for the 6Li binding energy is -29.9 MeV [24], calculated with an early

version of the Minnesota potential.

Our results for the relative weights show that the alpha-deuteron configuration

dominates for all three potentials, containing between 70-74% of the wave function.

The weight of the cigar configuration is quite small, less than 5%, which means the

interference term accounts for around 25% of the wave function. There is very little

discussion of the cigar configuration of 6Li in the literature. One mention was in

a recent three-body calculation by Horiuchi and Suzuki [77]. They calculated two-

particle correlation functions, and found that while the cigar-like peaks were of equal

height in helium and lithium, the deuteron peak in 6Li was twice the height of the

dineutron peak in 6He. This is qualitatively similar to the results of our calculations.

In Table 5.7, we report our results for the excited states of 6Li. Here our results

do not reflect what is observed in experiment. The excitations are far too low, and

the levels occur in the wrong order. Only the Volkov V2 interaction in the cigar

configuration yields the observed sequence of states. The other theoretical models

correctly predict the order of states, and are able to calculate with fair agreement the

excitation energy of the levels. The most likely cause is in the interactions, specifically

the tensor and spin-orbit interactions. Our method is variational, but our results are

lower than the experimental results. It would be interesting to see the results using a

potential with a more realistic tensor and spin-orbit part.
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Table 5.7: Results for the excited states of 6Li, calculated with the usual three poten-
tials. We also show the results of the ab initio models and AMDMP. Experimental
uncertainties are indicated in parentheses.

E(2+) (keV) E(3+) (keV)
V1 V2 M V1 V2 M

α-d 684 687 132 1257 1267 1557
cigar 18 212 503 316 196 1020

overall 536 738 728 1273 1202 1513
exp [31] 4312(22) 2186(2)

NCSM [32] 4610 2841
GFMC [61] 4000 2800

AMDMP [76] 4989 2660

5.2.3 Charge radius and other observables

In Table 5.8, we show our results for the charge radius, quadrupole moment and

magnetic moment. Our charge radius is smaller than the observed charge radius, and

those obtained from other theories (except NCSM). From our minimum parameters,

one can see why this occurs. First, the radii are smaller than the 6He minimum values,

as the push and pull between the tensor interaction and the spin-orbit and central

potential slightly favors smaller radii. This is especially so in the case of the Minnesota

potential where there is no tensor interaction, and thus the Minnesota results are very

small. Also, the oscillator parameters are rather large for lithium, which focuses the

particles more, causing the radius to be smaller. Our quadrupole moment results

are large and positive. Cluster models seem to always achieve a positive value, as

commented on by Wiringa in [33]. Horiuchi claims this is caused by using an alpha

cluster with four s-wave particles and a tensor interaction [77]. Our large value comes

from the dominance of the alpha-deuteron cluster which has the larger size (the

quadrupole moment does scale with d, though not as quickly as r2), and is also

sensitive to the method of angular momentum projection. The three-body calculation

of Horiuchi [77] also gives a positive result, +0.164 e fm2. The magnetic moment, as

mentioned in section 4.7, is independent of configuration and geometry. Our value

of .69 µN is above the pure Schmidt model [78] result of 0.62 µN , but below the
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Table 5.8: Shown here are the charge radius, quadrupole moment, and magnetic mo-
ment calculated for 6Li, plus experimental values and values obtained by other theo-
retical models.

√

r2
ch (fm) Q (e fm2) µ (µN )

V1 V2 M V1 V2 M V1 V2 M
α-d 2.30 2.30 2.08 1.20 1.20 0.77 +.690 +.690 +.690
cigar 2.03 2.02 1.95 0.53 0.50 0.46 +.690 +.690 +.690

overall 2.26 2.27 2.09 1.02 1.04 0.70 +.690 +.690 +.690
exp 2.52(3) [79],2.55(4) [80] -0.0818(17) [31] +.822 [31]

NCSM [32] 2.31 -0.042 +.847
GFMC [72] 2.53 -0.32 +.817

AMDMP [76] 2.53 0.49 +.829

experimental value. A contribution that would depend on the configuration and the

interaction is one proportional to the spin-orbit interaction, but in our estimates it

was too small in our model to have a significant effect. Our model is too simple

to incorporate things such as meson-exchange currents which also contribute to the

magnetic moment. Perhaps a different spin-orbit interaction would allow us to achieve

better agreement with experiment.

5.3 Beta decay

In Table 5.9 we show the results of the 6He→6Li beta decay. Our result for the Volkov

potentials agrees very well with experiment. The Minnesota result does not, and one

might ask why the Volkov results are so much better than the Minnesota result. The

Gamov-Teller decay is essentially an overlap of the two wavefunctions. Thus, what

is essential are the relative similarity of the minimum variational parameters and

the relative weights. For 6He, the Minnesota result shows that the wave function is

only 44% alpha-dineutron, compared to almost 75% alpha-deuteron for 6Li, whereas

the Volkov results are around 10% of each other. Also, the oscillator parameters and

especially d values are closer together with the Volkov potentials. The energy results

may seem at first glance to be also less than ideal, but within the potential model
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Table 5.9: Shown here are the results of the beta decay calculation for the decay of
6He to 6Li along with the experimental results and other theoretical calculations.

log ft
V1 V2 M

This Work 2.90 2.90 3.81
exp [31] 2.91

NCSM [32] 2.86
GFMC [73] 2.92

AMDMP [76] 2.90

used, they are not that bad. The over-binding is not that big when compared with

the alpha-deuteron threshold (experimentally 1.47 MeV [31]). Thus, the ground state

wave functions are actually decent, and the beta decay result reflects this. This helps

to also answer why the Volkov result is so close to experiment, despite other results

for 6Li that do not agree as well with the experimental results. The other theories also

reproduce the experimental result with good agreement. As an example of a general

principle, a mean field calculation carried out in [52] gives a log ft = 3.07, which

shows that for small nuclei, mean field/shell model type approaches do not give the

best results.

This concludes the chapter listing the numerical results of the calculation. We

proceed then to our conclusions and outlook for the future of these calculations.
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Chapter 6

Conclusions and outlook

6.1 Summary

The purpose of this dissertation was to build a simple model that provides a reason-

able description of light, loosely-bound nuclei. This was done by the calculation of

many observables and comparing them to experimental data; the instrument of the

calculations was the Brink Formalism in secondary quantization.

After a background of the history of nuclear theory in general and cluster models in

particular in Chapter One, the formalism used throughout the dissertation was intro-

duced. Simple examples were worked out which illustrated the use of non-orthogonal

orbitals and how the formalism accounts for the Pauli principle. Examples were also

performed to illustrate the calculation of one- and two-body operator expectation

values. The final ingredient in the formalism was the method of projecting into good

states of angular momenta, which was explained in the final section of Chapter Two.

In Chapter Three, we introduce the formalism to the six-body systems of inter-

est. The calculation of expectation values is outlined in a completely general sense;

no choice has been made yet about single-particle wave functions or nucleon-nucleon

interaction. The two configurations, alpha-two particle cluster and cigar, are also

introduced, and the calculation of one-body and two-body expectation values is out-
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lined for both configurations. The interference term and minimization routine are

also introduced. Lithium-6 calculations are then previewed, and are compared and

contrasted with the calculations for 6He. Finally, the calculation of spin-dependent

operators such as the tensor operator and spin-orbit operator are described.

Chapter Four delves into a particular choice of variational single-particle wave

function, the Gaussian. The Gaussian wave functions are described, then used to

calculate several things in both configurations. For 6He, the expectation value of the

Hamiltonian as a function of alpha-external neutron distance is calculated, along with

the charge and matter radii. The kinetic energy calculation in particular illustrates

how the formalism handles the Pauli principle. Interactions are chosen and described,

and plots are shown of several expectation values as a function of alpha-neutron dis-

tance. After the calculations are shown in the two configurations, electromagnetic

transitions are introduced and the transition rate is calculated for the transition from

the ground state of 6He to its first excited state. Next, the calculations in the inter-

ference term are shown for all the previously mentioned operators. The next subject

is 6Li, and operators that are different from those in 6He are discussed. These include

the tensor operator, spin-orbit operator, electric quadrupole moment and magnetic

dipole moment. Finally, the topic of beta decay is introduced and the calculation of

the beta decay of 6He to 6Li is discussed.

The penultimate chapter, Chapter Five, reports the numerical results obtained

with our model. Starting with 6He, the optimized values of the variational parame-

ters are reported, then the results for the ground and excited state energies results,

weights of the configurations, charge and matter radii, and the quadruploe transition

probabilities between the ground and first excited state. All results were reported for

the three potentials used throughout this dissertation: the Volkov V1 and V2 interac-

tions, and the Minnesota potential. Next, a calculation with different single-particle

wave functions with different asymptotic properties was described and tables of re-

sults that compared the new asymptotics with the Gaussian asymptotics were shown.
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All results were compared with experimental data and the results of other theoretical

models. Then the results for 6Li were reported for energies, excited state excitation

energies, relative weights of the configurations, charge radius, electric quadrupole mo-

ment and magnetic dipole moment. Finally the results for the beta decay of 6He were

reported and discussed.

6.2 Conclusions

The goal of this study was to use transparent physical input which was at the same

time quantum mechanically rigorous, and try and reproduce the main features of the

nuclei of interest, 6He and 6Li. In this case, the study can be considered to have met

its goal. The input is simply the two extreme cases of an alpha plus two particles, with

the Pauli principle exactly handled through non-orthogonal orbitals and secondary

quantization. Helium-6 is fairly well described with our model, and 6Li less so, but

the description is still adequate. Improvements can be made, and ideas for improving

the model will be discussed in the next section.

For 6He, we were able to reproduce its halo nature, which is seen in the large differ-

ence between its charge and matter radius. Our numerical results are slightly smaller

than experimental results for each quantity, but the extended neutron structure is

evident. We found that 6He is loosely-bound, and mostly in the alpha-dineutron con-

figuration. Most other theories have come to similar conclusions. The experimental

charge radius supports correlated neutrons in 6He, as do preliminary transfer reaction

data, but more is forth-coming from these experiments. A larger input is needed to

be able to accurately describe excited states. Our results with the Minnesota poten-

tial were generally worse than with the Volkov potentials. The Minnesota potential

produced smaller radii (although the extended neutron structure is still present), and

either much less or too much binding, depending on one’s perspective (the energy

of 6He against the alpha is much higher than with Volkov, but because of the very
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strongly repulsive dineutron, the binding compared to the asymptotic state of an al-

pha particle and separated dineutron is much larger than with Volkov). We also saw

that more realistic exponential asymptotic behavior had little effect on bound state

properties.

Lithium-6 proved to be more of a challenge. With the Volkov potentials, our system

is overbound, thanks to the Volkov form factor attached to the tensor interaction.

The size is smaller than experiment, and we once again have problems with the

excited states. The quadrupole moment is also quite a bit larger than experiment.

The Minnesota results are similar in many respects, save the binding and the size is

very small, but this is due to the lack of a tensor interaction. Both the Minnesota and

Volkov potentials show a very dominant alpha-deuteron structure. From these results,

it can be concluded that a better treatment of the spin-orbit and tensor interaction

should be used to improve the results for 6Li. The wave functions themselves do not

seem to be too bad, at least in the case of the Volkov potentials, as the beta decay of

6He agrees extremely well with experiment.

6.3 Future work

Regarding the future, there are two main thrusts: how we can improve the model for

6He and 6Li without sacrificing its transparency and simplicty, and on which other

systems would be interesting to use a similar approach. For improving the current

model, one could think about starting to represent single particles as sums of Gaus-

sians, although this starts to increase the complexity of the calculation and make the

model more similar to other cluster models. For better treatment of excited states,

including the contribution spin-triplet dineutron and cigar states in 6He would prob-

ably achieve better results. We should also do a calculation of something that is more

sensitive to asymptotic behavior to see then the difference exponential tails can make.

Such a calculation could be of an asymptotic normalization coefficient, or a reaction
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calculation such as charge exchange. Another improvement would be to introduce a

continuous, smoothly changing f(β), where β is the angle between the two exter-

nal particles to describe the system instead of two extreme configurations. Finally, as

mentioned in the previous paragraph, a potential that properly includes the spin-orbit

and tensor interaction would be very interesting to apply to 6Li. One such potential

is the Argonne V8’. One possible drawback is that most Argonne potentials require

a three-body force in order to achieve good agreement with experiment. Finally, the

Coulomb interaction should be included, especially for 6Li. It is small (820 keV at

the distance of the minimum in energy in 6Li), but long range and repulsive, which

could also be important for improving our description of 6Li.

As for new calculations, a reaction involving 6He or 6He and 6Li would be very

interesting application of our wave function. Our wave function treats Fermi statistics

exactly, which is sometimes not the case in reaction calculations. It would be inter-

esting to see the role of asymptotics versus Fermi statistics in such a calculation. For

other systems, 8He would be a topical system, as its charge radius has also recently

been measured [81]. The preliminary result is that it is smaller than the charge radius

of 6He. We would model 8He as a mixture of a dineutron-alpha-dineutron chain and

an alpha-tetraneutron, and see what kind of charge radius we obtain. Another system

that could be modeled is 7Li as a proton hole orbiting a two-alpha 8Be system. This is

more of a pure theoretical interest, though the Li isotope chain has been the subject

of a few recent study [79]. Finally, the chain of Be isotopes has always been good for

cluster studies, and applying our model to those isotopes would be natural.

In this dissertation, we have developed a simple but fully microscopic formalism

for describing clusters in nuclei. It has been shown that though simple, the model can

still capture essential physics. The formalism is extremely flexible, and it is sure to

be applied to other light nuclear systems in the future.
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