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Nuclear exota tmn energies and reaction Q-values have been 
measured with the M S U. cyclotron-magnetic spectrograph 
system with uncertainties on the order of 1 keV or less. The 
method involves a spectrograph cahbraUon procedure which 
utlhzes a combination of momentum-matching and kinematics 
techniques. The calibration hnes used in the present work a r e  

independent of any previous spectrograph based on the m°Po(~) 
energy scale. The present work IS also largely independent of 

Ge(L1) gamma detector measurements, and provides independent 
consistency checks on prevmus measurements at the 1 keV 
uncertainty level. Sample results include checks on the excitation 
energies of the first excited state of 12C and the third excited 
state of 24Mg. The excitation energy of the first excited state of 
l lC  and the Q-values for the reactions 24Mg(p,d)28Mg and 
24Mg(p,t)22Mg are also presented. 

1. Introduction 

The importance of highly accurate nuclear excitation 
energies and nuclear reaction Q-values is well estab- 
lished. For example, nuclear structure studies often 
require the investigation of the levels of a given nucleus 
via many different experimental techniques. It is the 
comparison of the properties of a given level in the 
different reactions that is most relevant in the testing 
of nuclear theories. Hence the levels of interest must 
not only be resolved from neighboring levels but also 
identified unambiguously. Such ambiguity is currently 
an often recurring problem in the comparison of direct 
reaction charged particle spectra with the generally 
much more accurate ),-ray data on the same nucleus. 
Accurate excitation energies for high lying levels are 
also useful and sometimes essential in placing unam- 
biguously cross-over ),-rays in a particular decay 
scheme. 

Precise nuclear reaction Q-values or mass differences 
are also needed for several reasons in nuclear physics. 
One very active field, for example, is the search for a 
deviation from the purely quadratic prediction of the 
isobaric multiplet mass relationshipL2). It is now 
obvious that this requires masses of ground states and 
of certain excited states with uncertainties of 1 to 
5 key  or less3'4). Other uses of accurate Q-values are 
in studies of nuclear Coulomb energy systematlcsS'6), 
in extracting precise fl-decay matrix elementsV), and 
in establishing the mass relationship of Garvey et al s) 
on the proton rich side of the line of nuclear stability. 
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The method described in this paper combines 
momentum matching 9'~°) to determine the beam 
energy, kinematics to determine the scattering angle, 
and previously known energy levels to determine the 
spectrograph cahbration. It is possible with the present 
method to make independent checks of data based on 
the Po (c0 standard as well as checks of measurements 
made with Ge(L1) gamma detectors The advantages 
and disadvantages of this method of spectrograph 
calibration are compared in a later section with the 
2t°po alpha calibration used, for example, by Browne 
et al.~'~2). 

2. Description of experimental set-up 
The measurements described in this paper utilized 

30-40 MeV proton beams of the Michigan State 
University Cyclotron and an Enge split-pole magnetic 
spectrograph13). Kinematic compensation, as des- 
scribed by Enge~Z), is accomplished by moving the 
plate holder to a position which compensates for the 
kinematic variation of energy with angle (dE/dO) In 
addition, by focussing the beam spot such that there is 
the proper amount of linear variation of energy with 
position on target some compensation for a finite 
energy spread in the beam can be made. Using this 
dispersion matching and kinematic compensation it 
has been possible to obtain direct reaction spectra with 
line widths of 3-7 keV fwhm with a beam whose energy 
spread is many times greaterl¢'lS). In general, how- 
ever, conditions are optimum for only one reaction in 
any given run. Hence in the context of the present 
work where several different calibration reactions 
from several different mass targets are observed 
simultaneously certain compromises are necessary. 

189 



190 J.A. NOLEN et al. 

Neither dispersion matching nor kinematic compen- 
sation are essential to the present method of  highly 
precise energy measurements, but do allow increased 
counting rates for a gtven experimental resolution. The 
resolution does affect the accuracy to which centroids 
of  hnes can be determined, but, to obtain preclsions 

1 keV hne widths of  < 30 keV are adequate if the 
stahstics are good enough. Hence the present method 
is quite general and is applicable to any accelerator- 
magnetic spectrograph syslem. 

3. Momentum matching technique 

The present work is an extension of  the method for 
energy cahbrat~on of  the beam analysis system pre- 
wously developed at MSU by Trentelman and Kashy9). 
That method, referred to as the momentum matching 
technique, has also been used m nuclear Q-value 
measurements4). Th~s method utilized a short positron- 
sensitive detector at one posiUon in the focal plane of  
the spectrograph. The broad range feature of  the 
magnet was not needed or used, and the method was 
also independent of  any spectrograph cahbration. 

To illustrate the momentum matching principle an 
example of  one beam energy determination will be 
described with the aid of  the kinemaucs dlustrated in 
figs. 1-3 (see also ref. 9). Using a thin carbon target on 
a formvar backing it ts possible to obtain the double 
momentum crossovers indicated in the figures at one 
and only one beam energy and one and only one 
scattering angle for the set of  reactions ~2C(p, p), 
12C(p, d) and of  1-~C(p, p') 4.439, ~H(p, p). In other 
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0.002 MeV and the lab scattering angle is 22.01 ° inde- 
pendent of any prewous energy or angle calibrations. 
At this double crossover condition the 12C(p, d), 
12C(p, p) group has a magnetic rigidity of 332.50+-- 
0.01 kG. m and is useful in spectrograph calibration at 
relatively high magnetic fields. The indicated uncer- 
tainties are due to the taC(p, d) Q-value uncertainty; 
the actual experimental uncertainties are larger due to 
errors in centroid determination, etc. In practice, beam 
energies determined by this method are believed to be 
accurate to about +-5 keV. The double crossover 
condition is umque because the (p, d) and elastic proton 
momentum match angle is qmte sensitive to the beam 
energy whereas the 12C(p, p ' )  and tH(p,  p) crossover 
angle is approximately independent of  beam energy as 
indicated m fig 3. Because the deuteron mass is twice 
the proton mass the (p, d) line m fig. 2 moves vertically 
twice as fast as the proton lines when the beam energy 
is changed. Actually the 1H (p, p) energy crossover has 
been used previously in beam energy determination (as 
opposed to angle determination)16) but this method 
required an independent highly accurate knowledge of 
the scattering angle. As can be seen by the slope of the 
curve in fig. 3 this crossover in the spectrograph is 
rather insensitive to the beam energy; an uncertainty 
of 0.1 ° in this angle implies an uncertainty of 300 keV 
m beam energy at 35 MeV. 

Using other combinations of  reactions, beam energy 
cahbrations have been done at 23, 27, 34 and 40 MeV 17). 
These points when combined with precisely known 
reactions have provided a curve for the effective radius 
of curvature vs the spectrograph magnetic field as 
measured by N M R  frequency at a given point in the 
spectrograph focal plane. Thus unknown Q-values and 
excitation energies can be determined by measuring 
the magnetic field necessary to bring the groups of 
interest to this point in the focal plane, i.e. the various 
particle groups and crossovers are observed on the 
detector in sequenttal runs. Small fluctuations m beam 
energy and beam spot position on target represent the 
main hmlt of this method and could result in errors of 
typically about + 5  keV in Q-values or excitation 
energies for single measurements. Of course these 
errors can be reduced by averaging several series of 
measurements. 

The present paper presents a generahzation of the 
momentum matching method whlch utihzes the broad 
range aspect of the spectrograph and Improves the 
ultimate accuracy by a factor of 5 or more by avoiding 
the uncertainties inherent m sequential measurements. 
The main difference ~s that all cahbration hnes and 
unknown lines are recorded m a single exposure on 

nuclear emulsions. The criteria for choice of calibration 
lines and the details of the data analysis are given in 
tb.e next sectmn. 

4. Spectrograph calibration method 

The present method uses the momentum matching 
concept, kinematics, and previously known energy 
levels in a single spectrograph exposure to provide all 
the reformation necessary to determine the spectro- 
graph calibration coefficients, the beam energy and 
scattering angle as well as new information on nuclear 
reactmn Q-values and excitation energies. As an 
example of this techmque consider the exposure 
illustrated schematically in fig. 4. In this exposure a 
thin 2~Mg target on a carbon plus formvar  backing 
was bombarded with 35 MeV protons and the pamcles 
detected at 10 °. 

The effective radius of  curvature p of particles in the 
spectrograph vs distance D from the high p end of the 
focal plane is assumed to satisfy the equation: 

p = po+~(D-Do)  + f l (D-Do) 2, 

where Do represents the distance from the end of the 
focal plane about  which the expansion is done, Po is 
effective the radius of curvature at the distance Do, 
and ~, fi are the linear and quadratic expansion coef- 
ficients, respectively. Thus in any given exposure there 
are five unknowns: Po, ~, fi, the beam energy Ep, and 
the scattering angle 69. The present measurements were 
all done in the first 32 cm of the high p end of the 
spectrograph focal plane (about 10MeV proton 
energy range). Reproducibility and consistency checks 
at the + 1 keV level have indicated that ~t is sufficient 
to use a p-vs-D curve with only a small quadratic term 
and no higher order terms over this region of the focal 
plane. 

In general the independent determination of these 
five unknowns would be dlfficult even with a large 
number of calibration lines, due to ambiguities or 
correlations between the various unknowns. For 
example, the beam energy and angle are often h~ghly 
correlated because increasing the scattering angle 
shifts peaks in the same direction as decreasing the 
beam energy However, if the calibration lines are 
properly chosen all five unknowns can be determined 
approximately independently by a single Z 2 minimi- 
zation. This can be shown qualitatively by reference 
to the six calibration lines used m the current example 
shown in fig. 4. Firstly, the energy scale m the region 
of the elastically scattered protons is mainly deter- 
mined by the separation of the 24Mg(p, p) elastic from 
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lClg. 4. Plot of  the peak posmons  in the focal plane of  the spectrograph for a typical exposure. The peaks used m the spectrograph 
cahbratlon are so indicated. 

the Z4Mg(p, p') 2 + first excited state (E x = 1.36857___ 
0.00004 MeV)is) .  The scattering angle is then deter- 
mined by the positron of the 1H(p, p) peak as well as 
the separation of the 12C(p, p) and 24Mg(p, p) elastic 
peaks since their kinematic shifts are signii~cant - 
ly different. The posltion of the 12C(p,d) ( Q =  
-16.234__0.001 MeV)a9) is then quite sensitive to 
the beam energy due to the factor of two differe=ces 
in the ~armtion of magnetic rigidities of the protons 
and deuterons as the energy is changed. The quadrat'c 
term is determined by the a4Mg(p ,p ' )4*  second 
excited state (E~ = 4.1226___0.00013)is) at one end of 
the energy scale and the 160(p, d)150 ground st_~te 
(Q = 13.4393 _+ 0•0008) 20-22) at the other end 

It is possible to find a unique solution via an iteratl~c 
process by proceeding qualitatwely as described above 
Starting with nominal values for all parameters, 
corrections are made sequentmlly to improve the 
overall agreement between the actual and calculated 
peak positions• The solution is reached via a Z z search 
procedure starting with a separate equation for the 
magnettc rigidity of each calibration line. The nominal 
magnetic rigtdity (Bp)~ of calibratton llne "1" is de- 
termined by reaction kinematics at the nominal beam 
energy E0 and the nominal scattering angle Oo. The 
actual magnetic rigidity Bp ~ of that peak at the true 
beam energy 

E = E o + A E ,  

and true scattering angle 

0 = O o + A O ,  

is given by the expansion: 

B #  = +  8;i d e  + 4 0 .  
~E ~ 0  

The magnetic rigidity is also related to the actual 
distance D 1 of the peak from the end of the focal plane: 

Bp'  = B [ p o + ~ ( D ' - D o )  + f l (D' -Do)2] ,  

with Po, ~, fi being the unknowns of the spectrograph 
calibration. Thus for each calibration line there ts an 
equation with five unknowns: 

c~BPl AE ~BPl AO +c~B(DI-Do) + 
~E c~O 

+ flB(D 1 -  Do) z + Bpo = (Bp)~o . 

With five or more appropriately chosen calibration 
lines the optimum values of the five unknowns can be 
found via a Z 2 minimization procedure. The choice of 
calibration lines is related to the coefficients (~Bp/aE)'  
and (3Bp/~? O) i. For various excited states resulting from 
the same reaction the corresponding coefficients are 
approximately equal [see the lZC(p, p) and ~ZC(p, p') 
curves on figs• 1 and 2]. For the same nuclear reaction 
from various mass targets the angular coefficients vary 
while the energy coefficients are approximately equal 
[see the t2C(p, p) and 1H(p, p) curves on figs. 1 and 2]. 
In general, both coefficients vary for different outgoing 
particles with the energy coefficient for deuterons 
being approximately twice that of protons [see the 
12C(p, p) and 12C(p, d) curves on figs. 1 and 2]. 
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TABLE 1 

Typical calibration parameters resulting from a Z 2 fit on the hnes indicated in fig. 4 plus lH(p, p)lH Nominal beam energy' 33.940 MeV, 
nominal scattering angle: 15L 

Fit Parameters Standard deviations Correlation coefficients 
E 0 ~ /3 po 

AE + 6.2 keV 0.1 keV 1.00 0.27 0.01 0 48 0.67 
AO 0.17 ° 0.04 ° 1.00 0.26 0.66 -0.36 

- 0  40280 1.0 × 10 -5 1.00 0.55 -0.20 
/3 +0.000100 in -1 8.3 × 10 -6 in -1 1 00 - 0  23 
po 32.360 in 7. × 10 -5 in 1.00 

In pract ice,  the  centroid  posi t ions  of  the  chosen 
cahbra t lon  lines and the nomina l  beam energy and 
scat ter ing angle are input  to  a Z 2 min imiza t ion  pro-  
gram. Cent ro id  pos i t ions  of  unknown  lines and  a list 
of  poss ible  nuclear  react ions  are also input.  The pro-  
g ram per forms  a least  squares fit to  de te rmine  the 
spec t rograph  ca l ibra t ion  coefficients, a cor rec t ion  to  
the  nomina l  beam energy, and  a correc t ion  to the 
nomina l  scat ter ing angle. The fit pa ramete r s  and their  
s t anda rd  devia t ions  are  calculated a long with the 
resul t ing Z 2 and corre la t ion  coefficients between the 
fit parameters .  A n  inapp rop r i a t e  choice of  ca l ibra t ion  
lines can p roduce  corre la t ion  coefficients near  1.0 
indica t ing  tha t  the co r respond ing  unknowns  were no t  
de te rmined  independent ly .  The  corre la t ion  coefficients 
are, therefore,  useful m de te rmin ing  the sxgnificance 
of  the var ious  fit parameters .  Sample  pa ramete r s  
resul t ing f rom a fit on the  exposure  of  the  type indi-  
ca ted in fig. 4 are given in table  1. 

The  p r o g r a m  also calculates the  Q-values and 
exci ta t ion energies for  all of  the unknown  peaks  for  
the  list o f  poss ible  react ions  given in the input .  In  the 
present  work,  for  example ,  the exci ta t ion energies o f  
the  first excited states of  12C and  11C were included m 
the  list o f  unknowns.  

5. Sample results 

Types  of  measurements  using this technique  are 
i l lus t ra ted in this sect ion with sample  numer ica l  
results.  Since the  different types of  measurements  
have different sensitivities to  the  beam energy, scat- 
ter ing angle,  etc., they  are  l isted in tab le  2 in o rder  of  
increasing exper imenta l  uncer ta inty .  The  exci ta t ion 
energy uncerta int ies  include typica l  con t r ibu t ions  of  
~ 0 . 1  keV f rom known ca l ib ra t ion  lines up to  

4 MeV. In  the  case of  Q-value measurements  there  
are very few app rop r i a t e  reference Q-values known  
to 1 keV or  bet ter  so it is the  relat ive Q-value which is 

TABLE 2 

Types of measurements which can be made. with indication of 
typical uncertainties to be expected 

Typical uncertainties to 
be expected with 35 MeV 

proton beam 

I. Excitation energies 

A. Inelastic scattering with 
calibration hnes from 
same nucleus. 

B. Inelastic scattering with 
calibration lines from 
&fferent mass nucleus. 

C. Reaction other than 
inelastic scattering with no 
cahbratlon lines from 
same residual nucleus. 

II. Reaction Q-values 

A. Reference Q-value from 
same reaction on diffe- 
rent nucleus. 

B. Reference Q-value from 
dafferent reaction, 
different outgoing 
particles. 

0 4 keV at 4 MeV excitation 

0.5 keV at 4 MeV excitation 

0.6 keV at 4 MeV excitation 

0.8 keV + reference Q-value 
uncertainty 

1.0 keV + reference Q-value 
uncertainty 

best  measured  by this method .  The  poss ibi l i ty  ot 
mak ing  such Q-value measurements  absolu te  is dis- 
cussed m a la ter  section. The  uncerta int ies  l isted in 
tab le  2 are ob ta inab le  by  averaging 2 or  3 exper imenta l  
runs  and  could  be reduced  fur ther  by averaging a 
larger  set of  data .  

The  easiest  k ind  of  measurement  is type  I . A  from 
table  2. A n  example  o f  this type  is the  measurement  
of  the  exci ta t ion energy of  the  th i rd  excited state (2 + ) 
of  /4Mg.  The  first excited state (2 +) and  second 
excited state (4 + ) are bo th  well k n o w n  ca l ibra t ion  
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lines with published uncertainties of 0.04 and 0.13 keV 
respectivelyaS). We have determined the third excited 
state to be l 15 .6±0 .4keV higher than the second 
excited state, th~s result being quite insensitive to the 
exact beam energy or scattering angle. Hence we 
obtain an excitation energy of the second 2 + state of 
Z4Mg of 4238.3_+0.4 keV which is in good agreement 
with the value 4238.7_+0.4 keV obtained by Meyer 
et a l )  3) via the 23Na(p, 7) reactmn. 

A measurement of  the second type is the comparison 
of the excitatmn energy of the first excited state of ~2C 
with that of the second excited state of 24Mg. Our 
results are compared with those from two other types 
of measurements in table 3. The present result is in 
good agreement with those of the Ge(L0 measure- 
ments, but is slightly lower than the value deter- 
mined by Stocker et al.t2). The later spectrograph 
measurements were based on the energy of 2~°po (ez) 
decay, whereas the present work used as standards the 
exmtation energies of  the first 2 + and 4 + levels of 
24Mg. These levels of 24Mg are known relative to a 
primary standard, the ~9SHg 412 keV ;,-ray, via an 
~ron-free spectrometer measurementS8). The current 
work is, therefore, independent of any prevmus Ge (Li) 
7-ray measurements even though it refers back to the 
same primary standard. 

A result of the third type is illustrated by the de- 
termination of the excitation energy of the first excited 
state of 11C. Since the (p, d) reaction is involved, 
there is greater sensltwity to kinematics and target 
thickness effects than for the (p, p ' )  reactions. The 
present result for this 1/2- state in ~ C  is E~ = 1999.7± 
0.5 keV compared to the previous value of 1995_+ 
3 keV24), and represents an average of several deter- 
minations since this state has been seen as an impurity 
in many experimental runs. This state now provides 
an accurate momentum match point for a proton 
beam energy determination of about 38 MeV. 

The Q-value of the 24Mg(p, d) reactmn has been 
measured to be - 14.3075±0.0015 MeV via the present 
method. The 1971 mass table value of - 1 4 . 3 0 5 9 ±  
0.0026 MeV 19) was referred from a loop revolving 
23Na(p, n)Z3Mg, 23Na(n, y)Z4Na, 24Na(fl-)ZCMg and 

other less direct measurements. Thus the present 
measurement helps to confirm the consistency of these 
earlier measurements, The dominant calibration hne 
m the present measurement was the *OO(p, d) ground 
state transition which has a recently determined 
Q-value of - 13.4393 ±0.0008 MeV 20-22). 

The 24Mg(p, t) Z2Mg ground state transitmn was 
also observed in the present work and was determined 
to have a Q-value of -21.1983±0.0015 MeV which 

TABLE 3 

The exmtanon energy of  the first exmted state of  12C measured 
wa three different experimental methods. 

Excitation 
energy 
(keV) 

Technique Standards Ref. 

4439.24-0 5 Spectrograph 24Mg 4122.66 keV level Present 
4442.24- 1.5 Spectrograph ")10po :~ source 12 
4439.5 4-0 3 Ge(L0 ), 56Co y calibration a 

detector 

a The weighted average of  4439 04-1 (ref. 21), 4439 124-1:0 31 
(ref. 34) and 4440.2:k0.5 fief. 35). 
Nuclear  recoil energy corrections have been made. 

is 10.5 keV less negative than the 1971 mass table value 
of -21 .2088±0.0090MeVt9) .  However, the mass 
excess of 22Mg referred from the present measurement 
is - 0 . 3 9 4 ± 2 k e V  which is m agreement with the 
value - 3 9 1 ± l l k e V  obtained from a previous 
2°Ne(3He, n) Q-value measurement25). There were 
two convenient reference lines for the present measure- 
ment, both the a60(p, d) and 160(p, t) ground state 
transitions. These lines were internally consistent 
with the published masses of 150 and ~ O  to within 
±1  keVa9-2z). Because of their importance in the 
determination a fl-decay coupling constants 7) mass 
measurements of other T z = - 1 nuclei m the s-d shell 
are currently in progress26). 

6. Sources of uncertainties 

The sizes of the uncertainties associated with 
measurements of  the types gwen in the prewous 
section will vary somewhat from case to case depending 
on the strength of the particular line m question, the 
&stance from relevant calibration hnes, target thick- 
ness uncertainties, experimental resolution, etc. The 
errors are generally larger in relatwe Q-value measure- 
ments between dissimilar reactions and smaller in 
excitation energy measurements m inelastic scattering. 
However, some indication of the various contributions 
to the overall experimental uncertainties can be given 
for typical cases and this is done in table 4 for 35 MeV 
protons and a 100 pg/cm 2 target. 

Of the various sources of error listed in table 4 the 
least understood at the present time is the p-vs-D curve. 
The standard 21°po ~-particle calibration is not used 
in th,s spectrograph for several reasons: Firstly, with 
our combination of high resolution and low dispersion 
it is necessary to determine centro~ds to an accuracy 
of 0.02 mm or better. To do this conveniently would 
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TABLE 4 

Approximate contributions to experimental uncertainties. 

Ex m (p,p ' )  Q-values 

I. Internal errors a 
A. Stanstical 

1 Beam energy uncer- 
tainty (1 10 000). 

2 Scattering angle un- 
certainty (0.1 °). 

3. Peak centrold un- 
certainty. 

B. Systematic 

1, Target thickness 
corrections 

2. Uncertainties m p vs 
D curve. 

3. Asymmetric peaks 

lI. External errors 
Cahbratlon hne un- 
certainties 

<0.1 keV at 4 MeV ~ 0 . 3  keV 

~ 0 . 1 k e V a t 4 M e V  ~ 0 3 k e V  

0.3 keV ~ 0.3 keV 

0 ~ 0.3 keV 

0.2-1 keV ~ 0 3 keV 

0 <0.3 keV 

0 1 k e V u p t o  ~ 1  keV 
4 MeV excltanon 

a The numbers  correspond to a~eraglng two runs and could be 
reduced by averaging a larger number  of  runs at different 
fields, beam energies, etc. 

require an a source 0.3 m m  wide with a resolutmn of 
about 1 keV. Secondly, since the Enge split-pole 
spectrograph 13) and others such as the Q3D magnets 27) 
are multiple pole face double-focussing magnets, 
saturation effects are likely to be important,  parta- 
cularly since the magnetic rigadity of the Po(a) is far 
smaller than those of typical reaction particles with 
35 MeV protons. Finally, a p-vs-D curve obtained 
with a-particles requires a series of magnetic field 
changes in placing the alpha group at different posi- 
tions on the focal plane, and thus requires some 
untested assumptions on magnetic field scaling. The 
variations (with magnetic field) in the shape of the 
p-vs-D curve have not yet been measured for the Enge 
split pole. Since such measurements may reduce the 
residual uncertainties in the present experiments they 
are planned for the near future at M.S.U. 

7. Choice of calibration lines ar_d 
comparison with other energy standards 

Most previous spectrograph work has used the 
21°po a-decay energy as a calibration standard. This 
energy is known to an absolute accuracy of about 100 
parts per millionth). On the other hand, the primary 

standards for most gamma-ray measurements, are 
either the 412 keV transition from the decay of 198Au 
which is known to an absolute accuracy of about  
18 parts per milhon or the 59 keV W K~ X-ray which 
is known to an absolute accuracy of about 14 parts per 
million (see, for example, the discussion of these 
standards in ref. 28). Secondary gamma ray standards 
have been established up to 2.75 MeV via conversion 
electron momentum ratio measurements in iron free 
spectrometers ~s) 

In an independent check of one of these secondary 
standards against the Po (a) scale Stocker et al. 12) 
found the scales to be consistent to within the accuracy 
of their comparison (_+ 400 parts per million). 

For reasons such as the ones mentioned in the 
previous section the present work is not referred to 
the Po (a) absolute energy scale. Instead, the present 
excitation energies have used the first 2 + and 4 + levels 
of 24Mg as calibration lines since these are included m 
the set of secondary standards mentioned above. In 
fact the 4 + 4.12 MeV energy level of 24Mg is the highest 
energy level measured via such direct techniques. In 
this sense the present method determines exc~tatmn 
energies in a way which is independent of any Ge(Li) 
detector gamma measurement, and makes independent 
checks of  such work. Our check of the excitatmn 
energy of the first excited state of ~2C is such a case, 
and the agreement is indeed excellent (see table 3). 

The l lC mass used in our beam energy determina- 
tions is also independent of Ge(L0  gamma ray mea- 
surements, but is less directly tied to an absolute scale. 
This mass (relative to I2C) was determined via 
an absolute 11B(p,n)l~C threshold measurement 
(-+ 1 keV) 29) combined with the 11B-12C mass spectro- 
graphic measurement (_+ 0.3 keV) of Smith3°). 

Most Q-value measurements, such as those of the 
24Mg(p, d) and 24Mg(p, t) reactions are not determined 
independent of Ge(gl)  gamma measurements. It  as 
poss%le in special cases, however, to use only reference 
lines whach have been determined by darect mass 
spectroscopy. For example, the 11B-~°B mass differ- 
ence has been measured to +0.4  keV by Smith 3°) and 
the corresponding l~B(p, d) l°B Q-value is -9.2314_+ 
0.0004 MeV. This provides an accurate beam energy 
momentum match point at about  18 MeV proton 
energy and a good Q-value reference lane for other 
samilar Q-values The 1°B-liB mass difference has also 
been measured to _+2 keV relative to the Po alpha 
energy scale 31) and to _+ 1 keV via (n, 7) with Ge(Li) 
detectors 32) and all three measurements are in agree- 
ment at this level of accuracy. 

Finally, at should be possible in the future to base the 
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p r e sen t  types  o f  m e a s u r e m e n t s  on  t h e  n e w  t ime-o f -  
f l ight  ene rgy  scale cu r ren t ly  be ing  d e v e l o p e d  at  the  
M u n i c h  M P  t a n d e m  V a n  de  Graaff33) .  I f  a p p r o p r i a t e  

Q-va lues  a n d  exc i t a t i on  energies  are  m e a s u r e d  w i t h  

t h e  M u n i c h  sys tem a n d  t h e n  used  as s t anda rds  wi th  the  

p re sen t  s p e c t r o g r a p h  c a l i b r a t i o n  m e t h o d ,  t he  resu l t  

w o u l d  be  a ve ry  prec ise  and  f lexible sys tem wi th  an  

ene rgy  scale based  m o s t l y  on  f r e q u e n c y  and  d i s t ance  

m e a s u r e m e n t s  a n d  i n d e p e n d e n t  o f  p r e v i o u s  g a m m a -  

ray,  cha rged -pa r t i c l e ,  and  mass  s p e c t r o s c o p i c  work .  
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