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It is shown how the techniques of automatic differentiation can be viewed in a broader context as an application 
of analysis on a nonarchimedean field. The rings used in automatic differentiation can be ordered in a natural way 
and form finite dimensional real algebras which contain infinitesimals. Some of these algebras can be extended to 
become a Cauchy-complete real-closed nonarchimedean field, which forms an infinite dimensional real vector space 
and is denoted by ,!Z. 

On this field, a calculus is developed. Rules of differentiation and certain fundamental theorems are discussed. 
A remarkable property of differentiation is that difference quotients with infinitely small differences yield the exact 
derivative up to an infinitely small error. This is of historical interest since it justifies the concept of derivatives as 
differential quotients. But it is also of practical relevance; it turns out that the algebraic operations used to compute 
derivatives in automatic differentiation are just special cases of calculus concepts on L. The arithmetic on C can be 
implemented in programming languages, in particular if object oriented features exist, and should provide a useful 

data type for various applications. 

1. INTRODUCTION 

The goal of automatic differentiation [I, 2, 3, 41 is the accurate and rapid computation of derivatives of compli- 
cated functions in a computer environment. In the forward mode of automatic differentiation, this is achieved by 
substituting all real arithmetic by arithmetic on certain real algebras. To allow for the differentiation of expressions 
containing intrinsic functions, it is important to introduce these functions on these algebras as well. 

In the simplest case in which only the first derivative with respect to one variable is required, the real arithmetic 
is replaced by arithmetic on ordered pairs which can be traced back all the way to Veronese [5]. The arithmetic is 
defined by 

(a&al) t @O,bl) := (a0 t bo,a1tb1) 0) 
t.(ao,al) := (t.ao,t.al) (2) 

(QO, al) 1 (bo,bl) := (ao . bo, 00. bl t al . bo) (3) 

With this arithmetic, the structure forms a real algebra, which we denote by rDr. On rDr we can introduce 
an operation 6(ao, or) = (&or); this operation satisfies &a. b) = a. 0b + b . 6a, i.e. it is a derivation. With this 
derivation, the structure rDr becomes a differential algebra in the sense of [6]. 

The algebra is not a field since (0,l) has no inverse. This is not surprising because according to the famous 
theorem of F robenius, there are only two finite dimensional real vector spaces that are fields, the complex numbers 
and the quaternions. 

We note that (0,l) is nilpotent: (0,l)s = (0,O). It is also worth observing that the structure rDr is a rather 
unique algebra. It is shown in [5] that up to isomorphisms there are only three algebras on R*: the complex numbers 
satisfying (0,l)s = (-l,O), the so-called dual numbers in which (0,l)s = (l,O), and the numbers defined in rDr. 

Standard functions like sin, exp, log are introduced on this structure in the following way. Let I be a differen- 
tiable standard function, then we define 

I[(ao, aI)1 := Mao), 01 . I (ao)) (4) 
The forward mode of automatic differentiation now utilizes that the definition of sum, scalar product, product 

and functions are just codings of calculus rules for the respective operations. This entails that it is now possible to 
















