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Abstract

The total momentum dependence of the two-proton correlation function is used
to characterize the evolution of the reaction zone created in 36Ar+45Sc collisions
at E/ A=80 MeV for central and peripheral collisions. Calculations with the
Boltzmann-Uehling-Uhlenbeck equation reproduce the measured momentum
dependence of the correlation functions well for central collisions. Some

disagreement between theory and experiment is observed for peripheral
collisions.
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I. INTRODUCTION

Two protons, emitted from the reaction zone created in an energetic heavy
ion collision, will mutually interact through the nuclear and Coulomb forces.
These interactions, along with the requirement of anti-symmetrization of the
two-proton wave function, lead to a distortion of the population of the two-
proton phase space as compared to a scenario in which the particles are
distinguishable and interactions are not present. The strength of the interaction
and hence the amount of distortion, depends on the relative space-time
separation of the protons upon emission, as well as on their relative momentum.
The two-proton phase space population from a source with a small space-time
extent will therefore show large distortion effects due to final-state interactions
and quantum statistics. The magnitude of this distortion is measured by the two-
proton correlation function, which provides a unique tool for obtaining source
sizes [1-7].

The two-proton correlation function has seen extensive use in heavy ion
studies aimed at extracting source size and lifetime parameters from the proton-
emitting zone [8-29). Usually, it is evaluated as a function of g=~| p1-p» | /2, the
magnitude of the momentum of relative motion in the proton pair rest frame.
Due to the strongly attractive s-wave interaction between the protons, the two-
proton correlation function exhibits a peak at a =20 MeV/¢; a more pronounced
peak indicates a smaller source size [1].

The dependence of the correlation function on the total momentum of the
pair (P=|p1+p7 |) provides valuable information on the evolution of the reaction
zone, and may be a method to determine emission and expansion time scales [2-
7]. Previous measurements of two-proton correlation functions have found
stronger correlations at q=20 MeV/c for more energetic protons [19-30],
indicating that energetic protons are emitted from smaller sources (or with
shorter characteristic timescales) than less energetic protons.

Interpretation of correlation functions is complicated by the lack of a one-to-
one relationship between space-time geometry of the source and the correlation
function [4]. However, any prediction of reaction zone dynamics unambiguously
gives rise to a correlation function and its dependence on P [4]. Therefore, it is
valid to require that the P-dependence of the correlation function predicted by a
dynamical theory reproduce that seen experimentally.

In previous studies [5,7,19,25,26], two-proton correlation functions predicted
by the Boltzmann-Uehling-Uhlenbeck (BUU) transport model were seen to be in
good agreement with the total momentum dependence observed in the data. In
these comparisons of measured and predicted P-dependences of the correlations,
the data lacked a centrality filter, and BUU events were weighted geometrically
according to impact parameter and filtered through the detector acceptance.

However, BUU calculations of the total momentum dependence of the
correlation function show drastically different behavior for central and
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peripheral collisions [5,7]. Comparison of these calculations to data would be
interesting; however, without a centrality filter on experimental data, such
detailed predictions of the theory have been inaccessible to experimental tests.

In this work, we present the first study of the total momentum dependence
of the two-proton correlation function for different regions of centrality and the
first experimental test of the reaction zone evolution predicted by the BUU for
impact parameter-selected events. Such a double cut on the data requires
coincidence statistics not previously available and provides unique information
about reaction zone dynamics in central and peripheral collisions.

The work is organized as follows: In the next section, the details of the
experimental set-up are discussed. We present an analysis of global observables
and their utility in this experiment to select impact parameter in Section III. In
Section IV we present the measured correlation functions as a function of total
momentum and centrality. The method used to extract correlation functions
from the BUU model is briefly discussed in Section V. Comparisons of BUU
predictions with the data, using two different methods to weight BUU events, are
presented in Section VL. In Section VII we present our conclusions.

II. EXPERIMENTAL SET-UP

From the K-1200 cyclotron at the National Superconducting Cyclotron
Laboratory at Michigan State University, a beam of 36Ar ions was extracted and
focused onto a 45Sc target of areal density 10.0 mg/cm?2. Beam intensities as

measured by a Faraday cup downstream of the target were typically 3x108 beam
particles/sec.

The target was located at the center of the MSU 4r array [31]; in this

experiment the configuration included the phoswich detectors of the 4x array
only. The forward pentagon section of the array consisted of 45 phoswich

detectors which covered angles between 7° and 18° with a geometrical efficiency

of approximately 56%. The "ball" portion of the MSU 4= array consisted of 164
plastic phoswich detectors, which provided about 85% solid angle coverage at
polar angles between 23° and 157° (except for the hexagonal section occupied by
the 56-element hodoscope, discussed below). All detectors of the 4 array were
read out by photomultiplier tubes, and the "fast" and “slow"” components of the

phoswich detector signal were digitized by LeCroy FERA ADCs. Timing
information was digitized by LeCroy TFC-FERA system:s.

Two-dimensional gates in the fast vs. slow maps provided particle

identification. Particle charge was resolved up to Z=~10 and mass resolution was
obtained for hydrogen isotopes. Energy calibrations of individual phoswich

detectors of the 4x array were obtained by matching gains in software to energy
spectra with a known calibration; they are accurate to approximately 10%.
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Energy thresholds for protons and carbon ions, respectively, were approximately
17 MeV and 380 MeV in ball detectors, and 12 MeV and 260 MeV in the forward
array. Because of the fast rise time of the phototubes, random hits from different
beam bursts could be easily identified with the use of a one-dimensional time
cut.

One of the hexagonal modules of the 4x array centered at 38° was replaced
by a 56-element high-resolution hodoscope, described in detail in Refs. [26,32,33].
Angular coverage for this hodoscope is shown in Fig. 1; in this experiment,
detectors 27, 47, 49, and 50 did not function. Each element of the hodoscope was

a AE-E telescope consisting of a planar surface barrier silicon detector (300 pm
thickness and 450 mm?2 active area), backed by a 10 cm-long cylindrical CsI(T1)
crystal read out by a PIN diode. Detectors and preamplifiers were temperature

stabilized (T=15°C) by cooled aicohol flowing through tubes in copper cooling
plates. Gain stability was monitored by pulsers during data-taking. Signals from
each component passed through a shaping amplifier with a shaping time of
about 3.5 ps, and pulse-heights were digitized by Silena 4418/V peak-sensing
ADCs. Timing information relative to cyclotron RF pulses was digitized by
LeCroy TFC-FERA systems.

Particle identification was facilitated by the use of a PID function [34] which
mapped the AE-E space onto a PID-E space in which each hydrogen and helium

isotope appears as an easily distinguishable curve with little E-dependence.
Calibration of the Si detectors was performed with a precision pulser system
which produced linear calibrations for the AE-detectors. Energy calibration of
the CsI(T1) detectors for light particles was performed by scattering o beams at
E/A=25, 30, and 40 MeV from gold and polypropylene targets. Energy
calibrations were linear, and energy resolution was about 1% for 50 MeV
protons. Typical energy thresholds for protons were about 8 MeV. Random
coincidences in hodoscope detectors were easily identifiable through relative
timing spectra after rise-time effects were accounted for off-line.

The majority of the data discussed here was taken with an electronic trigger
requiring a two-fold coincidence in the hodoscope. Due to the considerably
longer rise time of the hodoscope detectors in relation to the 4% phoswich
detectors, a fast-clear circuit was necessary to reject events which triggered the 4x

array but not the hodoscope. Events with at least three detectors in the 4x array
and two detectors in the hodoscope firing were written on magnetic tape and
analyzed off-line. Due to the relatively large polar angle at which the hodoscope

was positioned and the relatively high geometric efficiency of the 4xn detector

array, typical live counting rates were 50,000 events/sec in the 4x detector, 25 of
which were in coincidence with two-fold hodoscope events, and therefore were
recorded; the remainder were cleared.
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Hodoscope singles data were taken in coincidence with the 4r detector with

an alternate trigger throughout the run. Inclusive ("minimum bias") 4x data were
also acquired via a third trigger.

III. GLOBAL OBSERVABLES USED FOR IMPACT
PARAMETER SELECTION

In order to investigate in detail the behaviour of the reaction zone separately
for central and peripheral events, cuts on global observables were employed.
(All "global" observables discussed here involve sums over particles detected in

the 4z array only; particles in the hodoscope are not included in order to avoid
effects of "self-cut” biasing in the correlation functions.)

Many dynamical models of nuclear collisions require as an input an impact
parameter distribution. When comparing predictions from such models to
inclusive data, an obvious choice might be a linear (geometric) weighting of
impact parameter up to some cutoff bmay, beyond which the process of interest is
assumed to be negligible. Often, however, the experimental detector acceptance
biases the data toward a particular impact parameter range. This is particularly
true whenever an impact parameter filter is used to place a centrality cut upon
the data. When such cuts are applied, one should determine the actual impact
parameter distribution sampled by such cuts. Unless the dynamical model
provides good agreement with the measured inclusive spectra (after filtering
through detector acceptance), a model event calculated for a given impact
parameter will have a different probability of passing the cut than will real
events produced at the same physical impact parameter. In such cases, the
effects of different impact parameter weighting schemes upon the model
predictions should be investigated, a task which is often avoided.

In the present analysis, we employ cuts on the total transverse energy Eq,
defined by

Ey = ) E; -sin%;, ¢}
i
where the index i runs over particles emitted into the energy and angular
acceptance of the 4x array.

In Fig. 2, we compare the total transverse energy spectrum dP/dE; measured

with a minimum bias trigger (at least one detector firing) in the 4x detector, and
the BUU prediction given a geometric weighting of impact parameter. For the
experimental data, the sum in Eq. 1 runs over all charged particles and fragments

detected in the 4x array, while for the BUU results, the index is over all emitted
nucleons, after passing through detector acceptance. The BUU fails to reproduce
the observed E¢ spectrum; hence, any comparison with data utilizing centrality
cuts based on E is suspect. This disagreement is due to the fact that the BUU is a
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theory that describes the time evolution of the single particle phase space
distribution function and therefore cannot reproduce observables sensitive to the
emission of complex fragments. Use of N, the total charged particle
multiplicity, or Zy, the midrapidity charge, would also be suspect, since these
observables also depend on fragment contributions. This shortcoming of the
BUU encourages us to explore two alternative schemes for event selection in the
construction of correlation functions.

From the inclusive E; distributions shown in Fig. 2, it is clear that the use of
identical E; cuts to the experimental data and to the BUU events would be rather
meaningless. One may, however, define "equivalent" E¢ cuts for BUU events and
for measured events. We propose a procedure which assumes that, on average,
E¢ decreases monotonically with impact parameter and which characterizes both
data and BUU events according to where the E; for the event falls in the
respective Ey-distribution. For example, one could assume that the top 10% of the
experimental Ei-distribution is produced by the same impact parameters as the
top 10% of the theoretical Ey-distribution. In practice, this implies that if dP/dE;
and dP'/dE are the total transverse energy probability distributions for the BUU
and for the data, respectively, then a cut in the data at E¢ corresponds to a cut in

the BUU at f'lt, where the relationship between E; and ﬁt is given by

dpP’ o ., dP
Js, B a5 @

A different event-weighting scheme relies upon the extraction of the impact
parameter distribution sampled by a set of data. Phair et al. [35] have outlined a
technique for constructing an average impact parameter scale based on a global
observable, grounded in very general considerations. In this section, we extend
the method by giving a prescription for constructing impact parameter
distributions that fold in the finite "width," or scale of the fluctuations, in the
relationship between impact parameter and the global observable.

An average impact parameter scale can be based upon any global observable,
such as E,, whose average value for a given impact parameter varies

monotonically with the impact parameter. The reduced average impact

parameter b is then defined in terms of this observable X via geometric
considerations:

dP
d f—, 3
x (3)
where bmax is the maximum impact parameter for a collision and dP/dX is the
measured inclusive (minimum bias) probability distribution for global
observable X.
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Plotted in the upper half of Fig. 3 is the measured inclusive total transverse
energy distribution, where the total transverse energy of the event is defined in
Eq. 1 and the index i runs from 1 to N, the charged particle multiplicity detected
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in the 4% array. Via Eq. 3, one can use this distribution to deduce the average
reduced impact parameter scale, shown in the lower half of the figure.

Through the relationship B(Et), any distribution dP/dE; can be transformed
into an average reduced impact parameter distribution via

dP__dp /dB(Et)
db(E,) dE,/ dE;

The dashed line in Fig. 4 is the average reduced impact parameter
distribution corresponding to a minimum bias trigger. By construction, the

minimum bias impact parameter distribution increases linearly with b. The
solid line shows the corresponding distribution for the set of events in which two
protons are measured in the 56-element hodoscope. Clearly this set of events,
from which we construct our correlation function, is biased toward central
collisions. For comparison, the dot-dashed curve shows the average reduced
impact parameter distribution for singles proton data in the hodoscope. This
distribution is similar to that for the two proton coincidence events, but displays
a somewhat less pronounced shift towards centrality.

(4)

Other global observables we have used to construct average reduced impact
parameter scales are the charged particle multiplicity N¢ and the mid-rapidity
charge, Zy, where Zy is defined as

N,
Zy= zzi - O(Yi —0.75Y targ ) - €0.75Y proj — ¥i) (5)
i=1
with
11ifx>0
G)(x)={01fxso' ©

In Eq. 5, and ytarg, Yproj and yj are respectively the rapidity of the target,
projectile, and ith charged particle in the center-of-momentum frame of the
system.

The quantity b(X) is expected to be an approximate measure of the average
reduced impact parameter that produces a given value X for a global observable.

As such, a sharp cut in the observable X corresponds to a sharp cut in b(X). In
order to quantify the values of impact parameter that are sampled in a data
sample, one must consider the effects of fluctuations in the relationship between
impact parameter and global observables.

Following Phair et al., we obtain an estimate of the scale of the fluctuations in
the relationship between the true reduced impact parameter b and E¢ by
observing the effect of narrow cuts in b(Zy) and b(N c) on the distribution
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dpr / dB(Et). The upper panel of Fig. 5 shows dP / dB(Et) for narrow central cuts

in b(N c) (dashed line) andB(Zy) (dot-dashed line), and for a double-cut on both
variables (solid line). Similar distributions are shown in the lower panel for

somewhat less central cuts. The widths G(B(Et)) of the double-cut distributions
can be taken as upper limits of the widths of the distribution of the true reduced
impact parameter by for a given value of E¢[35]. Similar analyses based on

b(N¢)) and B(ZY) show slightly larger fluctuations than shown in Fig. 5; hence,
we conclude that Eq is a slightly more precise measure of event centrality, in
agreement with the analysis of Ref. [35].

To obtain a true reduced impact parameter distribution dP/dby, it is

necessary to fold the effects of the finite widths o(b) into the impact parameter
distribution. As an ansatz, we take the following expression for the probability
that an event with global observable corresponding to average reduced impact

parameter b was in fact the product of a collision with true reduced impact
parameter by :

dP:(b,) B
db,

12 2
b, - e (br—b)"/20(bY" (1. b,)-O(b,). )

For a given cut EM" < E, < E™™*, the reduced impact parameter distribution can
be obtained by incorporating the extracted widths o(b) as follows:

db, JB(EM™) dor  db,
The effect of this smearing is illustrated in Fig. 6. The top panel of the figure

shows the E¢-distribution when two protons are found in the hodoscope, and the
two cuts we shall denote as "central” and "peripheral.” The center panel shows

8)

the corresponding cuts on average reduced impact parameter b. The solid
curves in the bottom panel show the distributions of the true reduced impact
parameter by deduced from these cuts. The dot-dashed curves in the bottom
panel correspond to by distributions calculated in a similar fashion for proton
singles data; a slightly enhanced probability for larger impact parameters is
noted in the singles data.

The solid curves in the bottom panel of Fig. 6 correspond to impact
parameter distributions for "central” and "peripheral” events which had two
protons in the hodoscope. Hence, these impact parameter distributions have
been selected by the application of double gating conditions, and they may not
be used as direct input for model calculations. In the construction of input
impact parameter distributions for dynamical models, only the centrality cut on

B(Et) should be applied; the requirement of particles being detected in the
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hodoscope is implicit in the extraction of the correlation function from BUU
events (see Section V).

In order to construct impact parameter distributions that may be used as
input to dynamical calculations, we construct inclusive distributions dP/dby, for
our two centrality cuts. The distribution of impact parameters sampled by these
two cuts may then be obtained by inserting the geometric distribution,

dP/ db=2b | b%,,, into Eq. 8. The upper panel of Fig. 7 shows the sharp cuts in
average reduced impact parameter corresponding to our central and peripheral
definitions. The solid curves in the lower panel of Fig. 7 show the distributions
of true reduced impact parameter deduced from these cuts. These curves may be
used to weight events generated by a dynamical model such as the BUU.

Not all events generated by the dynamical model will produce a proton in
the hodoscope acceptance. Thus, the impact parameter distributions
corresponding to the events that contribute to the correlation function will differ
from the "input" impact parameter distributions shown in the lower panel of Fig.
7. We investigate this effect in Fig. 8. The solid curves in the figure show the
distributions of impact parameters used to weight our BUU calculations. (The
distribution representing the central cut is truncated at very low impact
parameters, since we did not run calculations for very small impact parameters
for which the geometric cross section is small.) The dotted curves show the
corresponding distributions with the additional requirement of proton emission
into the direction of the hodoscope. For the peripheral cut, this requirement
produces a shift towards smaller impact parameters. The distributions shown by
the dotted curves may be compared to those extracted from our data (dashed
curves; they are identical to the dotted-dashed curves in Fig. 6). The overall
agreement between these two distributions illustrates the quality of the impact
parameter selection and reconstruction procedure used in the present analysis.

To summarize this section, we have two possible methods of comparing the
data to a model that requires an impact parameter distribution as an input. One
may use "equivalent” E¢-cuts on model and data events, or one may extract
reduced impact parameter distributions corresponding to a given cut in a global
observable. We consider each in section V. Finally, we note that the method of

"equivalent" E¢ cuts is tantamount to defining a relation 5(E2YY) for BUU
events as we have done for the data, and to apply the same cuts on .P:v’(.':?,“B YUy and
on HESP).

IV. MEASURED TWO-PROTON CORRELATION FUNCTIONS

The two-proton correlation function is obtained by dividing the two-proton
coincident yield by a "background" yield which simulates the phase space
population of two non-interacting protons. This background yield is constructed
by treating as a pair, two protons measured in different singles events. In this
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way, the correlation function, usually parameterized in terms of the relative
momentum between the proton pair, measures primarily the distortion effects
due to the final-state interactions between the protons; single-particle phase
space effects largely divide out.

As a check, we have also constructed background yields via the event-
mixing technique, in which the background yield is constructed by "mixing" two
protons from different coincidence events. Correlation functions constructed
using the singles and event-mixing techniques differ on the order of statistical
uncertainties, with a slight systematic damping in the correlations observed via
the event-mixing technique; this is consistent with previous studies [30]. A large
discrepancy between results from the two techniques is not expected, since
coincidence and singles data sample very similar ranges of impact parameter (see
Fig. 4), especially after gating on total transverse energy of the event (see bottom
panel of Fig. 6).

Experimentally, the two-proton correlation function 1+R(q) is defined
through the relation

> Y12(p1,p2) = N+ R(@) Y. Y1(p1)- Y1(p2) ©

where Y12(p1,p2) is the measured coincidence yield for two protons with
momenta p1 and p2, and Y1(p) is the measured singles yield for a proton with
momentum p. The summations are over events selected by the specified gates on
E¢ and on total momentum P = |py + p2|. The correlation function is
parameterized in terms of the relative momentum q = | p1-p21 /2 of the proton
pair, and N is a normalization constant set such that R(q)=0 for large g, where
final state interactions are believed to be negligible.

Previous studies [9,10,13,17,22] have shown a distinction between correlation
functions constructed with central and peripheral events, where centrality is
determined by some global observable. At relatively high incident beam
energies (E/A > 50 MeV), it has been observed [9,10,17] that peripheral events
show a more pronounced maximum in the two-proton correlation function at

q~20 MeV/c than do central events. In this case, a geometric parameterization
indicates a smaller emitting source for peripheral events, consistent with a
geometric picture of the reaction zone. The opposite trend, however, has been

“ observed in the 19N + 197Au system at E/A=35 MeV. In this latter experiment,
measurements were performed at angles sufficiently close to the grazing angle
that gates on peripheral events selected large contributions from projectile
decays. In this experiment, correlations for peripheral collisions were attenuated
as compared to those for central collisions, and this data was interpreted in terms
of the lifetime of excited projectile residues and not in terms of a single geometric
source size [13,22,36].

In Fig. 9, we display correlation functions corresponding to our centrality
cuts (indicated in Figs. 6 and 7) and integrated over pair momentum P. As in
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Ref. [17), our measurements of the two-proton correlation function are performed
at angles far back of the grazing angle where contributions from projectile decays
are small, and our results are qualitatively consistent with the trends previously
observed at higher beam energies.

In Fig. 10, the two-proton correlation function is shown for cuts on the total
momentum of the proton pair. For the slowest protons (P=400-520 MeV/c¢), the

peripheral data show an enhanced correlation at g=20 MeV /c relative to the
central data, indicating a smaller implied source size for peripheral collisions.

For the fastest protons (P2880 MeV/c), however, the height of the bump at g=20
MeV/c is quite similar for central and peripheral cuts.

These trends are summarized in Fig. 11, where the average value of the
correlation function in the region q=15-25 MeV/c, <1+R>;5 s5pev /- IS plotted
against the total momentum of the proton pair for the two centrality cuts. Error
bars indicate statistical uncertainties as well as an estimate of the uncertainty due
to normalization in the high-q region. For orientation, the right scale gives the
radius parameters rg calculated in the Koonin formalism [1] for zero-lifetime

spherical sources of Gaussian density profile, p(r} e exp(-r? /%), which predict
the values of <1+R>5 250 fav Jc Shown on the left.

Correlation functions from central and peripheral collisions display distinct
dependences on the total momentum P of the proton pair. A decreasing source
size for increasing P is indicated for both regions of centrality, with a stronger
dependence seen for central collisions. This may indicate that the effect of source
expansion is more prominent in central collisions.

V. EXTRACTION OF CORRELATION FUNCTIONS FROM BUU
EVENTS

In this work, we use the BUU model of Bauer [7,37-40] with a stiff equation
of state (K = 380 MeV) and the nucleon-nucleon cross section set to its free value.
The BUU transport equation was solved via the test particle method [41], in
which many ensembles (or "events") for a given set of initial conditions are run
simultaneously. To simulate a geometric distribution of impact parameters, the
number of ensembles at a given impact parameter b was set to Ny, = 130-b, where
b has units of fm. Impact parameters between 1 and 10 fm were run in 0.5 fm
steps. In this way, one obtains an ensemble of BUU events representing a
geometric distribution of impact parameters. "Central" and "peripheral" subsets
of events are chosen from this ensemble according to the methods described in
Section III and below.

The phase-space population distribution was evolved by the BUU in steps of

0.5 fm/c on a spatial grid of dimensions 81 x 81 x 161 fm3. An unambiguous
indication of when and where a particle is emitted is not provided by the BUU;
we employed emission criteria similar to those used previously [5,7,19,25,26]: a
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proton was considered "emitted" if it found itself in a region of local matter
density eight times less than that of normal nuclear matter before a time
tmax=150 fm/c. Following the formalism of Refs. 4 and 5, these sets of phase
space points can be used to construct correlation functions.

We denote the set of phase space points as (x,p)},, where b is the impact
parameter vector. The event number n runs from 1 to N}, where N, denotes the
number of events with impact parameter vector b. Finally, i is the particle
number in the event (n,b); i=1...Mp b, where Mp p, is the multiplicity of event
(n,b). Then, the correlation function is calculated as

1+R(g) =
NNM M
1 bbb mb o n,b
PIESWY
b "™ s n

cC J
Nhl sz M’lb: M'bbz oy ,

! -pazl
ZZ 2 2 Z a- aijan,n, 5b1b, )85(q - —'_"'pibl > Ph, )
b n J

v by omomy
Here, the primed momenta are calculated in the center-of-momentum frame of
the proton pair and the double-primed coordinates are calculated in the center-
of-momentum frame at the time of emission of the second particle; ® is the
wavefunction of relative motion between the two protons; 8A(q) is the "binning

2
' ) LN U o e
2 (- 88, )85 (g - == —EYOOG" —xji =2 —— L) 10
— &

function" which is unity for |g| < —;—A and zero otherwise; C is a constant adjusted
such that R(q) vanishes for large q.

Construction of correlation functions with the "equivalent” E; technique is
performed by setting N, proportional to | b, consistent with a geometric
weighting of impact parameters. The sums in Eq. 10 are then required to include
only those events that have a total transverse energy that fall within the desired
cut.

Construction of the correlation function according to the experimentally
determined impact parameter distributions is performed by setting Np
proportional to the distributions dP/d [ b | shown in the bottom panel of Fig. 7.

VI. COMPARISON OF DATA WITH BUU PREDICTIONS

As demonstrated above, a set of data with a sharp cut in a global observable
is actually associated with a smooth distribution of impact parameters. Central
and peripheral cuts, employed in our analysis via high or low values of E, imply
the reduced impact parameter distributions shown in Fig. 7. Using these curves
as weighting functions, we may randomly choose BUU events based on impact
parameter. Correlation functions derived from the central and peripheral sets of
BUU events chosen in this way are compared to the data in Fig. 12. Good
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agreement between model predictions and observed correlation functions as a
function of total pair momentum P = [p; + p, | is seen for central events, while
the prediction for fast (high P) proton pairs from peripheral events disagrees
with the data.

The dependence of the correlation function on total momentum is again

summarized in Fig. 13 where the height of the correlation function at q~20
MeV/c/is plotted against P, for central (upper panel) and peripheral (lower
panel) events. Predictions of the BUU model with the impact parameter
distributions indicated in Fig. 7 are shown as open circles connected by dashed

lines, and are labeled "b-selected.” The total momentum dependence of the
correlation function for central events, shown in the upper panel, is seen to be
well reproduced, while that for peripheral events disagrees significantly with
measurement.

The heights of correlation functions constructed from sets of BUU events
which satisfy "equivalent-E¢" cuts, as described above, are shown in Fig. 13 as the
open squares labeled "E¢-selected.” The "equivalent-E;" impact parameter
selection procedure leads to final predictions which are practically equivalent to

those obtained via the more elaborate b-selection procedure.

VII. CONCLUSIONS

This work represents the first study of two-proton correlation functions with
double cuts on impact parameter and total momentum of the pair. We observe a
different dependence of the correlation function on the total momentum for
central and peripheral events, indicating a distinct evolution of the reaction zone
for these two classes of events. In particular, the total momentum dependence of

the source size, as indicated by the height of the correlation function for q=20
MeV/c, is observed to be stronger for central than for peripheral events; this may
indicate that expansion effects are more important for central collisions.

The centrality of an experimental event was determined from E;. However,
the E; distribution produced by the BUU model, given a geometric impact
parameter distribution and filtered through detector acceptance, fails to
reproduce the E; distribution measured with a minimum bias trigger; therefore,
comparing data to BUU events selected using the same cut in E¢ is meaningless.
Two alternative methods of selecting BUU events for comparison were
employed. In one, "equivalent-E¢" cuts were applied to experimental and BUU
events. In the other, "experimental” impact parameter distributions were used as
inputs to the BUU. These distributions were obtained by an extension of the
geometric method of Phair et al,, in which fluctuations in the relationship
between impact parameter and E; are approximately accounted for.

Both methods give approximately the same results. For central collisions, the
BUU describes the total momentum dependence of the correlation function quite
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well. It is then reasonable to assume that the space-time evolution of the proton-
emitting Zone generated in central collisions is also fairly well described by the
theory. However, the theoretical calculations fail to reproduce the total
momentum dependence of the correlation function for peripheral events.
Although both schemes employed in the comparison of experimental and model
results provided consistent results, one cannot rule out the possibility that the
disagreement between experimental and theoretical results for peripheral
collisions could still result from a poor understanding of the impact parameter
filters employed in this measurement. Some additional theoretical uncertainties
exist, due to ambiguities in the criteria for where and when a particle is emitted.
(In this work, we have employed a previously used local-density criterion.)
Finally, the discrepancies for peripheral collisions may indicate that the present
model is incomplete in its description of peripheral collisions and that it may be
deficient in its description of surface effects. If so, the utility of the BUU in its
present formulation may be limited to the description of central collisions. In any
event, care should be taken to choose appropriate impact parameter distributions
for input to the model.
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Figure Captions

Figure1 Angular coverage of the 56-element high-resolution hodoscope. Each
telescope covered about 0.37 msr in solid angle.

Figure 2 Total transverse energy spectrum dP/dE; measured under a minimum
bias trigger in the 4x array is shown as the solid line. Total transverse energy for

the event is defined as E, = Zi E; sin’ 0;, where the sum runs over ail detected

fragments in the event. Also plotted is the prediction of the BUU model, after

passing through the detector acceptance of the 4w array. The dashed and dot-
dashed lines indicate calculations in which the definition of E; includes
contributions from all emitted nucleons, and from protons only, respectively.
Relative normalization gives equal area for all spectra in the region E >100 MeV.

Figure 3 Plotted in the upper panel is the measured transverse energy
distribution dP/dE; under a minimum bias trigger. The lower panel shows the
average reduced impact parameter scale that is based on this distribution.

Figure 4 Plotted are average reduced impact parameter distributions based upon
the total transverse energy distributions as discussed in the text. The dashed line
indicates the distribution for events taken under a minimum bias trigger; the
geometric weighting of impact parameters is a natural consequence of our
impact parameter scaling scheme. The solid line shows the average reduced
impact parameter for events which have two protons in the 56-element
hodoscope. This set of events, which is used to construct two-proton correlation
functions, shows a bias toward low impact parameters. The distribution
corresponding to proton singles events is shown by the dot-dashed curve; a
somewhat less pronounced bias towards centrality is seen for these events.

Figure 5 Average reduced impact parameter distributions dP / db(E,) for narrow
cuts on average reduced impact parameters deduced from other global
observables. The specific cuts imposed are indicated in the figure. The dot-

dashed curves indicate dP /db(E,) for events passing through narrow cuts in
B(ZY ), where Zy is the midrapidity charge. Dashed curves show dP / db(E,) for

a narrow cut in b(N c), where N is the total charged particle multiplicity. Solid
lines indicate a double-cut involving both variables. The upper panel shows

dP/ dB(E,) for central cuts on E(X), and the lower for mid-central cuts.

Figure 6 Top Panel: Total transverse energy distribution dP/dE; for events which
have two protons in the hodoscope. The cuts we define as “central” (high Ey) and
“peripheral” (low Ey) are indicated by the shaded regions .

Center Panel: The average reduced impact parameter distribution d dP / db(E,)
corresponding to the total transverse energy distribution of the top panel.
Centrality cuts corresponding to those shown in the top panel are indicated by
similar shading.
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Bottom Panel: Reduced impact parameter distributions dP/dbr corresponding to
the centrality cuts shown in the upper two panels. Note that although the cuts

on the data are disjunct in Et, and, therefore in b(E;), the true impact parameter
distributions for the two cuts overlap somewhat. Solid lines indicate reduced
impact parameter distributions for two-proton coincidence events, while dot-
dashed lines represent similar distributions for singles proton events.

Figure 7 Upper Panel: Sharp average reduced impact parameter cuts
corresponding to the definition of central and peripheral events are indicated for
a geometric distribution of impact parameter.

Lower Panel: Reduced impact parameter distributions dP/dby corresponding to
the centrality cuts indicated above are plotted.

Figure 8 Comparison of experimentally reconstructed impact parameter
distributions to those used in the BUU calculations. Solid curves show the impact
parameter distribution used to weight BUU events. This distribution is modified
by the additional requirement of proton emission towards the hodoscope (dotted
curves). The dashed curves show the experimental reduced impact parameter
distribution (see Eqs. 4, 7, and 8) when a proton is detected in the hodoscope
(same as dotted-dashed curve in Fig. 6).

Figure 9 Energy-integrated two-proton correlation functions measured in the 56-
element hodoscope for the centrality cuts indicated in Figure 6. Central events
(high Ep) are indicated by solid points, and peripheral events (low Ep) by open
points. Statistical errors are smaller than the symbol size.

Figure 10 Measured two-proton correlation functions for a double cut on the total
momentum of the pair P = | p; + p2| and the impact parameter; centrality cuts
are indicated in Figure 6. Open and solid points indicate peripheral and central
events, respectively. The upper panel shows the correlation function for slow
protons, 400 MeV/c <P <520 MeV/c. The lower panel shows the correlation

function for fast protons, P 2 880 MeV/c. Statistical errors are indicated when
they are larger than the symbol size.

Figure 11 The total momentum dependence of the correlation function is
summarized by plotting the height of the correlation in the region 15 MeV/c < q

< 25 MeV/c as a function of the total momentum P. For reference, on the right-

hand axis is indicated the radius of a zero-lifetime spherical source of Gaussian

density profile that would produce a correlation of equal magnitude. Solid lines
which connect the points for central and peripheral events are drawn to guide

the eye. Error bars indicate statistical errors in the region 15 MeV/c < qs25

MeV/c as well as uncertainties in the height due to uncertainties in normalizing
the data at large relative momentum.

Figure 12 Measured two-proton correlation functions for cuts in centrality and
total momentum are compared to BUU predictions. Solid symbols represent
data; open symbols are BUU calculations. The upper panels show the correlation
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function for slow protons (400 MeV/c < P < 520 MeV/c); lower panels

correspond to faster protons (P 2 880 MeV/c). Panels on the left- and right-hand
sides, respectively, correspond to central and peripheral events. Centrality cuts
for the data were based on Ey, as indicated by Figure 6. Weighting for BUU
events was done according to the reduced impact parameter distributions
dP/db; indicated in the bottom panel of Figure 6. Statistical uncertainties are
indicated when they are larger than the size of the points.

Figure 13 The average height of the correlation function in the region 15 MeV/c <

q <25 MeV/c, is plotted against the total momentum of the pair P. For
orientation, the right-hand axis indicates the source radius of a zero- lifetime
spherical source with a Gaussian density profile that would produce a
correlation of equal magnitude. The upper panel displays the data and
calculations for central events, and the lower panel provides the comparison for
peripheral events. Data are indicated by solid circles, while BUU predictions are
indicated by the open symbols. The open circles correspond to BUU results
when the event selection is performed according to the dP/dby distributions
shown in the bottom panel of Figure 6. The open squares correspond to the
selection of events via the "equivalent-E;" method discussed in the text. The lines
which connect the data points and BUU predictions are drawn to guide the eye.
Error bars on the data points include both statistical errors in the region 15

MeV/c< q <25 MeV/c as well as the uncertainties in normalizing the correlation
function at large relative momentum. Error bars on BUU predictions were
obtained by comparing the variations between predictions for <1+R>15.550ev /e

from three independent ensembles of events chosen via the E; or b methods.
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