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We examine the l ine-wrap feature of text processors and show that adding characters to previously
formatted l ines leads to the cascading of words to subsequent lines  and forms a state of self-organized
criticality. We show the connection to one-dimensional random walks  and diffusion problems, and
we examine the predictability of catastrophic  cascades.
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Composite systems may evolve to a critical state in which minor events may trigger a chain reaction that can
effect an arbitrarily large number of constituents of the system. Thii state was  called self-organized  criticality [l-3],
and ww  first investigated for sandpiles. Theoretically and experimentally [4], avalanches in sandpiles show power-
law distributions characteristic of real earthquakes [5,6]. The absence of an intrinsic length scale is attributed to
self-organized criticality, where avalanches of all sizes contribute to keep the system perpetually in a critical state.

So far, no analytic solution to the model of Ref. [l] h aa b een  presented. However, if one introduces a preferred
direction, then an exact analytic solution is possible [7,8], and a connection to the problem of two annihilating random
walkers can be established.

Of +rticular  interest is the question of predictability of catastrophic avalanches. In a recent experiment measuring
the total mass of the sandpile it was  found that a running total of small avalanches can predict the occurrence of large
avalanches [Q]

Here we introduce what we believe to be the most simple (and most directly connected to everyday experiences)
example of self-organized criticality. Consider a modern word processor with line-wrap feature and fixed maximum
number of characters per line. Such a word processor formats a paragraph without the explicit need to enter carriage
returns or line feed characters. If a word is too long for a line, it is automatically wrapped into the next line. We
consider an infinitely long paragraph formatted by this word processor. If one  then adds another character to the
beginning of the first line, the last word of this  line may be wrapped to the second  line, and a cascade of line-wraps
may ensue. If a steady stream of characters  or words is entered at the beginning of the first line, a sequence of cascades
on all scales results, and the line lengths (excluding trailing blanks) in the paragraph form a self-organized critical
state.

Let w -for the moment-neglect temporal correlations between the individual words shifted through the paragraph.
(This assumes in practice that individual lines are infinitely long - an assumption we will relax again below.) In
addition, we aaaume here for definiteness that the individual word lengths including one trailing blank are evenly
distributed between 2 and 2(&,)  - 2, where (e,) is the average word length. (The probability for any given word
length between these two limiting values is then (2(&,)  - 3)-l.) For a fixed number of characters per line, the
probability to have b, trailing blanks in this line can be shown to be

p(bn)  =
and consequently the average number of trailing blanks in a line is

Wwl-2(bd = c b.p(bn) = j&J  - I + &(e,)-

(1)

In Fig. 1 (a) we display (crosses) the size distribution (=  number of lines affected) for cascades in thii system,
where the total number of lines was  chosen to be 1O3, and (e,) = 6. A total of 3 x lo6 words (=  1.8 x 10’ characters)
were generated for this plot. One can clearly observe that for large number of lines, n, the distribution approaches
the power law limit (solid line),

N(n) cc  n-s’=  . (3)
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