SECTION I
RESEARCH IN PROGRESS
NUCLEAR REACTIONS -- EXPERIMENTAL
High energy gamma ray (20<ε<120 MeV) production in heavy ion collisions has been studied by several groups\(^1\)\(^-\)\(^5\). The main features of the gamma spectra are the exponentially decreasing energy spectra and a slightly forward peaked angular distribution. The spectra are consistent with isotropic emission in a frame moving close to the nucleon-nucleon center-of-mass velocity.

The theories proposed to explain the gamma ray production mechanism include: nucleus-nucleus bremsstrahlung\(^6\)\(^-\)\(^8\), neutron-proton bremsstrahlung\(^9\), and statistical decay\(^10\)\(^-\)\(^11\).

We report here results from a coincidence experiment between gamma rays (20-120 MeV) and protons (30-125 MeV), produced in collisions of E/A=40 MeV \(^{14}\)N+Zn. The experiment was performed at the National Superconducting Cyclotron Laboratory, using the K500 cyclotron. Light charged particles (Z=1,2) were detected with 16 phosphor \(\Delta E-E\) telescopes. The detectors were grouped in pairs and covered the angular range from 30\(^\circ\) to 130\(^\circ\). Two gamma ray telescopes, consisting of a passive lead converter followed by a thin scintillator and a stack of 8 Cerenkov elements, were located at 60\(^\circ\) (D1) and 120\(^\circ\) (D2) in plane with the charged particle detectors but on the opposite side of the beam.

The gamma ray spectra taken in coincidence with protons look similar to the inclusive gamma ray spectra. In order to study the coincidence data in detail it is useful to take the ratio of the coincidence to singles cross-sections.

This ratio \(R\) is defined in eqn.1

\[ R = \frac{\frac{d\sigma_{\gamma,p}}{d\Omega}}{\frac{d\sigma_{\gamma}}{d\Omega}} \]

Fig. 1 shows the ratio \(R\) as a function of proton lab angle. The ratio \(R\) is roughly independent of detected proton lab angle and has a value of 0.6 barn\(^{-1}\). These values can be compared with the proton-proton coincidence ratio of 0.35-0.6 barn\(^{-1}\) for \(^{12}\)C+Ag at 40 MeV\(\pi\).\(^{12}\)

In order to study how the ratio varies as a function of proton energy we added together the data from the four most forward \(\Delta E-E\) detectors. The ratio \(R_{p}\) is defined in eqn. 2 and is now

Fig. 1. Angular distribution of the ratio (eq. 1) as a function of the \(\Delta E-E\) angular position.

1a: gamma rays are detected in D1(60\(^\circ\)) 1b: gamma rays are detected in D2(120\(^\circ\)).
a function of proton energy rather than integrated over all proton energies. The ratio \( R(E_p) \) is shown in Fig. 2 for the gamma ray detector at 60°. The ratio is essentially independent of proton energy.

\[
2) \quad R(E_p) = \frac{\sigma_{\gamma p}(E_p)}{\sigma_{\gamma p}(E_p)} \cdot \frac{d^3\sigma}{dE_p dE_\gamma dK_p},
\]

\[
\sigma_{\gamma p}(E_p) \cdot \frac{d\sigma}{dE_p dE_\gamma dK_p},
\]

\[
\sigma_{\gamma p}(E_p) \cdot \frac{d^2\sigma}{dE_p dK_p}
\]
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\[20 < E_p < 128 \text{ MeV} \]

Fig. 2. Ratio (eq. 2) as a function of proton energy. Gamma ray energy is between 20 and 128 MeV.

A moving thermal source parameterization of the proton spectra for both singles and coincidence data was used. The source velocities listed in Table 1 are quite similar for the two data sets.

**TABLE 1**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>p-singles</td>
<td>8=0.145</td>
</tr>
<tr>
<td>p-γ (D1)</td>
<td>8=0.140</td>
</tr>
<tr>
<td>p-γ (D2)</td>
<td>8=0.135</td>
</tr>
</tbody>
</table>

The gamma ray (D1) energy dependence of the ratio was studied by constructing the ratio \( R(E_\gamma) \) defined in eqn 3.

\[
3) \quad R(E_\gamma) = \frac{\sigma_{\gamma p}(E_\gamma)}{\sigma_{\gamma p}(E_\gamma)} \cdot \frac{d^3\sigma}{dE_p dE_\gamma dK_p}
\]

\[
\sigma_{\gamma p}(E_\gamma) \cdot \frac{d^2\sigma}{dE_p dE_\gamma}, \quad \sigma_{\gamma p} \cdot \frac{d\sigma}{dE_p}
\]

The ratio \( R(E_\gamma) \) is shown in Fig. 3 for several different lower cutoffs for the proton energy. Again within experimental errors no variation is seen in the ratio.

![Fig. 3. Ratio (eq. 3) as a function of gamma ray energy for lower energy cutoffs of 30, 40, 50, 60 MeV in proton energy.](image)

Recent BUU calculations have predicted that the impact parameter dependence of the gamma yield is proportional to the overlap area of the colliding nuclei. The overlap area, \( A(b) \), of the projectile and target nuclei is calculated assuming the nuclei to be spheres with radii \( R=1.2A^{1/3} \) fermi. The coincidence to singles ratio can be calculated by assuming that the proton and gamma ray cross sections are both proportional to \( A(b) \). We calculated the ratio \( R \) assuming these proportionalities:

\[
\sigma_{\gamma} = A(b), \quad \sigma_{p} = A(b), \quad \sigma_{\gamma p} = A(b)A(b)
\]

so that:

2
\[ R = \frac{\int [A(b)]^2 db}{\int [A(db)]^2} \]

We also considered an impact parameter dependence proportional to the overlap volume of the two nuclei (Table 2). The values of the ratio calculated with this simple model are about 50% larger than the experimental ones for both p-Y and p-p coincidence.

<table>
<thead>
<tr>
<th></th>
<th>(^{14}\text{N} + ^{65}\text{Zn}) (barn(^{-1}))</th>
<th>(^{12}\text{C} + ^{107}\text{Ag}) (barn(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>AREA</td>
<td>0.90</td>
<td>0.71</td>
</tr>
<tr>
<td>VOLUME</td>
<td>1.00</td>
<td>0.77</td>
</tr>
<tr>
<td>AR+VOL</td>
<td>0.95</td>
<td>0.74</td>
</tr>
<tr>
<td>EXP</td>
<td>0.6</td>
<td>0.35 - 0.6</td>
</tr>
</tbody>
</table>

In conclusion, we find that the ratio between the Y-p coincidence cross section and the gamma and proton singles cross sections is independent of both gamma ray and proton angle and does not vary with proton or gamma ray energy.
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When a light fragment produced in a heavy-ion collision particle decays from a discrete unbound state the mode of particle emission is not described by thermal emission. In recent experiments involving the study of nuclear mechanisms via neutron emission it was found that the dominant source of neutrons in a collinear geometry (target, fragment and neutron detector lined up) was the decay of a few low-lying, neutron-unbound, excited states of a fragment. For example, in the case $^{13}\text{C}^\text{n} \rightarrow ^{12}\text{C}^\text{n}$ we saw four obvious peaks at ±0.5 cm/ns and at ±2 cm/ns when constructing relative velocity spectra. The peaks at ±0.5 cm/ns arise from the 114-keV decay of the 9.5-MeV state of $^{13}\text{C}$ to the 4.9-MeV state of $^{12}\text{C}$. The peaks at ±2 cm/ns have the following origins. The 6.87-MeV state of $^{13}\text{C}$ (first neutron-unbound state) emits a 1.9-MeV neutron and the next three states emit neutrons of 0.6 to 0.8 MeV higher energy. In order to deduce a nuclear temperature from a Boltzmann population distribution, we need at least two discrete neutron-unbound states of the nucleus. The work would then be more convincing if we could resolve some of the levels around 2 cm/ns. There are many experimental effects that contribute to the size and width of a peak, such as, the width of the excited state, the isotopic mass resolution of the fragment detector, the timing resolution of the neutron detector (including the energy dependence of its thickness), the angular acceptance of the neutron and fragment detectors and the target thickness. The last three also affect the counting rate. All these effects have been put into a Monte Carlo code to help us design the experiment with better resolution. The collinear geometry was maximized by using a bank of seven silicon telescopes in line with a bank of seven neutron detectors a few meters behind the telescopes.

With these improvements, we measured neutron spectra in coincidence with light fragments resulting from collisions of $^{15}\text{N}$ projectiles at 35 MeV per nucleon with a Ag target at the K500 cyclotron. The fragments were detected using AE-E silicon telescopes placed at lab. angles $\theta_\text{lab} = 15^\circ$ (out of plane), $-15^\circ$, $-30^\circ$ (bank of seven), $-60^\circ$ (bank of seven) and $-83^\circ$ relative to the beam axis. Liquid scintillator detectors (NE213 or BICRON 501) were employed to detect the coincident neutrons, and the method of time-of-flight was used to determine the neutron energies. The detectors where placed at lab. angles $\theta_\text{lab} = -15^\circ$ (bank of three), $-30^\circ$ (bank of seven), $-60^\circ$ (bank of seven), $-115^\circ$, $15^\circ$, $31^\circ$, $60^\circ$, $110^\circ$ and $160^\circ$, relative to the beam axis. The last six detectors were included to measure the complete angular distribution of neutrons in coincidence with fragments, not only in collinear geometry with fragments. We also measured angular distributions for neutron singles and for fragment singles. A bank of seven scintillator detectors is shown in Fig. 1, and a bank of silicon telescopes is shown in Fig. 2. Ten of the scintillator detectors were built for this experiment and we used Bicron 501 as liquid scintillator material. When tested in time calibration with a $^{60}\text{Co}$ source and also for n/y discrimination, they had the same behavior as the NE213. The FWHM of the target gamma-ray peak was about 1.3 ns. Neutrons were distinguished from gamma-rays by pulse shape discrimination using two QDC's.
Fig. 1. A bank of seven scintillator detectors.

Fig. 2. The Si telescope arrangement.
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It is believed that the collision between two nuclei at incident energies greater than the Fermi energy creates an equilibrated hot zone in the interaction region. This concept was put forward with the introduction of the fireball model, which used the properties of an expanding gas of nucleons to reproduce the kinetic energy spectra of light nuclei (Z=1 and 2)\(^1\).\(^2\) The slope parameter of the kinetic energy spectra was taken to be the temperature of the thermal region. The original experiments in this field were performed at relativistic energies, and refinements of the basic model were made as the measurements were extended into the intermediate energy regime and the fitting of the kinetic energy spectra extended to higher masses.\(^3\) It became necessary to include three thermal sources, the target remnant, the fireball, and the projectile remnant. Each source has a characteristic temperature and emits particles isotropically in its rest frame.

If one assumes that these sources consist of gases of nucleons that have reached statistical equilibrium, one would expect that other methods of measuring the source temperature should yield results similar to those suggested by the slope parameters of the various contributions to the kinetic energy spectra. One other method of testing the existence of a thermalized zone is to determine the temperature of the source of charged particles by measuring the relative populations of excited states in the intermediate mass fragments produced in the collision. If the source is in thermal equilibrium, the ratio of two states of an isotope will be given by the Boltzmann distribution. For the system 35 MeV/nucleon \(^{18}\)N + Ag, measurements of the ratio between the first excited state and ground state in isotopes of lithium and beryllium yielded temperatures an order of magnitude lower than those suggested by the slope of the energy spectra.\(^3\) In order to compensate for the preferential feeding of the ground state by the decay of particle unbound states of heavier fragments, the measurements of the ratios of excited states were extended to higher lying unstable states.\(^5\),\(^6\),\(^7\),\(^8\)

The majority of the experiments described above studied the \(^{18}\)N + Ag system at E/A = 35 MeV. One of the difficulties noted in these earlier studies of the ratios of particle unbound states was that the extracted temperature was a function of the angle at which the measurement was made. This dependence on angle is caused by the differing contributions to the production cross-sections for light particles by the different sources as a function of angle. In order to eliminate any effects caused by the interactions between the various sources, we performed an experiment to study the system 500 MeV p + Ag at the Tri-University Meson Facility in Vancouver, British Columbia. This system has the same target and the same total beam energy as the 35 MeV/nucleon \(^{18}\)N + Ag experiments. One would expect that a similar amount of energy would be deposited within the target nucleus, but that there would be no creation of an intermediate velocity thermal source, and the projectile remnant would not be capable of decay. Thus the charged particles which are emitted from this reaction would all come from the thermalized zone within the target itself.

In order to measure the ratios of particle unstable excited states, it is necessary to detect both of the particles associated with the
decay of the original fragment. The excitation energy of the state can be determined from the relative momentum between the two particles. We used a large solid angle (165 mrad) three plane multi-wire proportional chamber (MWPC) to determine to positions of the particles emitted from the reaction. The MWPC had a position resolution of 5 mm in the x and y planes (angular resolution of 0.7°). The third plane was used to resolve ambiguities that arise when several particles hit the detector simultaneously. Behind the MWPC was a four-by-four stacked array of fast/slow plastic scintillator phoswich detectors. These detectors had a 1.6 mm fast plastic delta E scintillator and a 127 mm slow plastic stopping scintillator. By separating the light produced in the two scintillators and comparing the signals one can get information about the particle's total energy, mass and charge (for particles up to Z=2).

In order to calibrate the light particle detectors, we ran beams of 500, 320, and 200 MeV protons on targets of CH₂ and CD₂. A coincidence was demanded with a forward angle scintillator, and the scattering angle of the particle hitting the detector to be calibrated was determined by the MWPC. For elastically scattered protons from hydrogen or deuterium in the target, the energy is determined by the scattering angle. The range of beam energies and targets was designed to create a range of energies of elastically scattered protons comparable to the energy range to which the detectors are sensitive. Figure 1 shows a plot of light produced in the stopping scintillator against the energy of the elastically scattered particle.

The kinetic energy spectra for protons are displayed in figure 2. The low energy cut was determined by the minimum energy necessary to penetrate the delta E scintillator, and the high energy cut was determined by the energy at which we could no longer distinguish the different isotopes of hydrogen. The AP correlations will

Fig. 1. Corrected light produced in the stopping (slow) scintillator plotted against the energy of the elastically scattered proton. Energy is determined by the scattering angle, beam energy and target. Calibrations included 500, 320, and 200 MeV p + CH₂ and CD₂.

Fig. 2. Proton kinetic energy spectrum, 500 MeV p + Ag. The detector array spans angles from 55° to 75 °.
be generated and compared to a spectrum of randomly generated events to eliminate any structures in the two particle correlations that are a function of the geometry of the detector and its efficiency. From these correlation functions we expect to be able to extract source sizes of the emitting system. The size of the emitting source will be determined by means of a correlation between two particles that are not associated with the decay of a higher lying unstable resonance (deuteron-deuteron for example). One gets a source size that is too small if one uses a pair of particles that are associated with a higher lying state because a large fraction of those coincidence events come from the decay of that state. For those events, the source size is the size of the parent state and not the size of the thermal source from which the original distribution was emitted.

Having determined the size of the thermal source, one can subtract out the portion of the two particle correlation that can be accounted for by emission of two light fragments directly from the source. The portion of the correlation function that is left must come from light particles produced in the decay of excited states in the nucleus that is composed of the two particles. By a determination of the ratios of the peaks in the relative momentum spectra, and matching these peaks with excited states of the composite isotopes, one can determine the temperature of the thermal source as was done in references 5, 6, 7 and 8. This analysis is underway at the present time.
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The study of nucleus-nucleus collisions at energies near the Fermi energy is of interest because of the change in the dominant reaction mechanism as the beam energy is increased. At energies below the Fermi energy, the reaction between two nuclei tends to form a highly excited compound nucleus, while above the Fermi energy one sees formation of a fireball. The range of energies near this boundary covers a region in which there is a fundamental change in the reaction mechanism. For a symmetric system, the onset of production of an unbound system occurs near 30 MeV/nucleon. At this energy, symmetric nuclei colliding in an inelastic central collision will have just enough internal kinetic energy to completely unbind all of the nucleons in the system leaving free nucleons with no kinetic energy in the center of mass of the system. In general, this process does not occur, instead a fraction of the nucleons are emitted with a Boltzmann distribution of kinetic energies, while the remainder forms a residual system.

In this experiment, we studied the manifestations of this change in reaction mechanism near the Fermi energy. Observables that we expect to be of interest are the multiplicities of charged particles and the flow angle of matter in an intermediate energy nucleus-nucleus collision. In order to understand the reaction mechanisms that dominate nuclear interactions in this energy regime, one must be able to accurately determine the positions and energies of the light particles that are emitted from the system as it cools and reequilibrates following the reaction. It is also necessary to detect the residual target and projectile fragments to determine the energy transferred during the collision. The detection scheme that we used for this experiment allowed us to detect light, intermediate, and heavy charged particles (see Fig. 1). For the detection of highly ionizing fragments (heavy target fragments), we used an array of six parallel plate avalanche counters (PPACs). These detectors covered an angular range from 120° to -120°. The scattering angle of the residual target fragment is a very good indicator of the centrality of the collision.

![Experimental Setup](image)

Fig. 1. Diagram of the experimental setup for the part of the experiment that was studying 20, 30, 40 MeV/n $^{14}$N + C, Al, Ag. BCC refers to the Bragg curve counters, PPAC refers to the parallel plate avalanche counters, Phos refers to the CaF$_2$/Fast plastic phoswich, and F/S refers to the Fast/Slow plastic phoswiches. Not included on the diagram is the out-of-plane array of seven CaF$_2$/Fast plastic phoswiches.

For detection of the intermediate mass fragments (Z=10 to Z=25), we used two Bragg curve counters (BCCs). Since the BCCs are most sensitive to particles with charge and mass comparable to the beam particles, we set them as far forward as possible. Each covered an
angular range from 10° to 85°. Light particles were detected in several arrays of phoswiches. Over all, the thirty phoswiches covered from 120° to -150° in the plane defined by the PPACs and BCCs, and from 20° to 80° in the plane perpendicular to the reaction plane.

The experimental beams and targets run were 20, 30, 40 MeV/nucleon $^{12}$N + C, Al, Ag. These energies and targets covered a range of pairs that spanned the Fermi energy boundary. In addition to these energies, we also ran 20 MeV/nucleon $^{86}$Kr + Ta and Ag. This beam was the highest energy ever produced at the National Superconducting Cyclotron Laboratory for a total energy of 1.72 GeV. This second part of the experiment was mainly intended to search for reactions in which the target and projectile fused and then broke into several intermediate mass fragments. The chamber setup was modified for this portion of the experiment to move more PPACs to forward angles due to the increased forward focusing with the more energetic beam. Since we were running such a heavy beam, a much larger fraction of the particles emitted by the system will have come from the projectile.

An example of the delta E vs. E maps from one of the phoswich detectors is shown in Fig. 2. The detectors were calibrated with beams of 54 MeV/nucleon deuterons and alphas. The beam was passed through a series of degraders to produce a range of energies in the detectors. We were able to get sufficient control over the output beam from the cyclotron to allow us to run the calibration beams directly into each detector. This allowed us to get an extremely good calibration. The first stage of the analysis will be the determination of the angular distributions of light particles emitted from both the reactions with nitrogen beams and with the krypton beam.

Fig. 2. Delta E vs. E map for a phoswich at 20°.

a. University of Iowa, Iowa City, Iowa
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In the last couple of years a number of experiments have been performed seeking to measure the nuclear temperature through the relative production of excited states of light nuclei. In the first experiments, which studied the production of particle stable states that decay by gamma emission,1-3 it was shown that the populations of the excited states indicated a temperature much lower than the temperature extracted from the kinetic energy spectra. More recently measurements have been made of particle unstable excited states4-6. While these measurements have indicated slightly higher temperatures than the particle stable states, the temperature is still much lower than that extracted from the energy spectra.

We have measured the production of particle unstable light nuclei from 35 MeV/nucleon N+Ag which is the same system studied by Morriassy et al.1-3 The measurements were conducted using an array of sixteen fast/slow plastic scintillator telescopes placed behind a three-plane multi-wire proportional counter (MWPC). The plastic scintillators provided energy and particle identification, while the MWPC provided position information. In a separate run we measured the ground state energy spectra for the He-Be isotopes.

We have carried out detailed efficiency calculations for our setup. The calculations include corrections for reaction losses in the plastic scintillators, the MWPC's response as a function of energy, charge and mass, the individual energy cuts of each telescope, the geometry of the telescopes, and the energy spectra of the bound states. Populations of the observed excited states will be extracted when these calculations are complete.

In addition to measuring the populations of particle unstable resonances, small angle correlations may be used to determine the space-time extent of the emitting system.4,7,8 Using the calculations of Boal and Shillcock,8 we have extracted the source radii from the correlations of several particle pairs. The correlation function for two deuterons is shown in Fig. 1 along with calculations for sources of radius 7.0 (solid lines) and 8.0 (dashed lines) fm. The results, shown in Table I, are in general agreement with previous measurements.4,5

![Fig. 1](image-url)  

Fig. 1 Two deuteron correlation function for θ=35°, 45°, 60° and 80°. The solid and dashed lines are calculations for emission from a source of radius 7.0 and 8.0 fm respectively.
Table I

Source Radii

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Radii (fm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p+p</td>
<td>4.510.3</td>
</tr>
<tr>
<td>p+d</td>
<td>9.510.4</td>
</tr>
<tr>
<td>d+d</td>
<td>7.510.4</td>
</tr>
<tr>
<td>t+t</td>
<td>6.510.5</td>
</tr>
<tr>
<td>n+n</td>
<td>4.410.3</td>
</tr>
</tbody>
</table>

a. University of Michigan, Ann Arbor, Michigan.
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The degree to which thermalization occurs in nucleus-nucleus collisions has been studied for some time.\textsuperscript{1-3} Both light particle and complex fragment inclusive energy spectra are thermal in appearance and come from an apparently thermalized source with a velocity intermediate between the projectile and target velocities.\textsuperscript{3} Large angle correlations have been used to probe further the question of thermalization in nucleus-nucleus collisions. At 85\textsuperscript{4} and 800\textsuperscript{5,7} MeV/nucleon the relative importance of direct versus thermal phenomena has been studied by measuring the ratio of in- to out-of-plane correlations. For C+C it was shown that the correlations peak at the energies and angles corresponding to quasielastic nucleon-nucleon scattering. For a large system, C+Pb, the ratio was found to be nearly independent of angle indicating that the system was thermalized. At lower energies, 19-25 MeV/nucleon,\textsuperscript{8-10} light systems have been found to be dominated by momentum conservation effects, while heavier systems have been shown to emit preferentially in a plane.

We have shown that light particles seem to be emitted from three thermalized sources. The three sources have projectile-like, target-like and intermediate velocities. We have no evidence of direct nucleon-nucleon scattering contributions.

The experiment was conducted at the National Superconducting Cyclotron Laboratory using beams of 40 and 50 MeV/nucleon \textsuperscript{12}C from the K500 Superconducting Cyclotron. The targets were 26 mg/cm\textsuperscript{2} graphite, 4.0 mg/cm\textsuperscript{2} Ag, and 5.5 mg/cm\textsuperscript{2} Au. Particles were detected in twelve fast-slow plastic phoswich telescopes consisting of a 1.6 mm thick fast plastic (EC 412) \Delta E detector and a 127 mm long slow plastic (EC 444) E detector. Two of the telescopes were placed in plane with $\phi$=180\textdegree{} and 0-25\textdegree{} and 45\textdegree{}. An additional two telescopes were placed out of plane with $\phi$=90\textdegree{} and 0=25\textdegree{} and 45\textdegree{}. The remaining eight telescopes were placed in plane with $\phi$=0\textdegree{} and 0=15\textdegree{}, 25\textdegree{}, 45\textdegree{}, 55\textdegree{}, 70\textdegree{}, 85\textdegree{}, 100\textdegree{}, and 150\textdegree{}.

The inclusive energy spectra are smooth and decrease monotonically with increasing angle. They show signs of emission from three distinct sources, target-like, projectile-like and intermediate velocity.

Examples of the in-plane two particle correlation functions are shown in Figs. 1 and 2 for d-d and d-\textsuperscript{4}He. The correlations are shown in terms of the two particle correlation cross section, $\sigma_{12}$, divided by the singles cross sections, $\sigma_1$ and $\sigma_2$. In each case one of the particles is detected at $\theta$=45\textdegree{} and the second particle is detected between $\theta$=170\textdegree{} and +170\textdegree{}.

![Graph](image)

**Fig. 1** Two deuteron correlation function where one deuteron is detected at $\phi$=45\textdegree{}. The lines are the results of momentum conservation calculations that are described in the text.
Fig. 2 Deuteron-$^\text{He}$ correlation function where the $^\text{He}$ is detected at $0^-45^\circ$. The lines are the results of momentum conservation calculations that are described in the text.

A negative angle for the second particle means the two particles were observed on the same side of the beam, while a positive angle indicates emission on opposite sides of the beam. For the $^3\text{He}$, the case where the $^\text{He}$ was detected at $0^-45^\circ$ is shown.

In general the correlations for the $\text{C+C}$ systems show a broad maximum at positive angles indicating a preference for emission on opposite sides of the beam. The magnitude of the peak increases as the mass of the observed particles increase. For negative angles, the general trend is that the correlations do not change much with angle. The $^3\text{He}$ correlations have a peak at $0^-55^\circ$, which comes from the decay of particle unstable states in $^6\text{Li}$. The $\text{C+Ag}$ and $\text{C+Au}$ systems have different systematic behavior. The correlation function is in general almost symmetric about $0^\circ$ with the same side being only slightly preferred. As in the $\text{C+C}$ systems, a peak is observed in the $^3\text{He}$ correlations at $0^-55^\circ$. The particle pairs that are not shown all exhibit the same characteristics that are seen in Figs. 1 and 2. The p-p, p-t, p-$^\text{He}$, t-$^\text{He}$, and $^\text{He}$-$^\text{He}$ correlations all have peaks at $0^-55^\circ$ coming from the decay of particle unstable states.

Energy and momentum conservation effects have been used to explain the observed correlations for small systems at lower energies.\textsuperscript{9,10} In order to explore the extent to which our data is affected by conservation laws, we have carried out calculations incorporating these effects. The results of the momentum conservation calculations are shown in Figs. 1 and 2 as solid lines. The calculations have been renormalized to the data at $0^-45^\circ$ and $+55^\circ$. The calculations do a good job of reproducing the general trends in the data, but miss some of the details. In the lighter systems the same side correlations are basically flat, except for those cases that have contributions from the decay of resonances, while the calculation predicts a broad minimum at about $0^-80^\circ$. The heavier systems have a V-shaped dip around $0^\circ$, but the calculations show no such dip.

To study the effect of the other sources, the projectile-like and the target-like, on the two particle correlations we have carried out the momentum conservation calculations explained above for each of these sources. When we add the three sources together we get the dashed lines in Figs. 1 and 2. These calculations take into account only correlations between two particles coming from the same source. Unlike the single source calculation discussed earlier, no normalization has been applied to the three source calculation. The calculation now produces a V-shape for small $\theta$ for the heavier systems that has been previously explained in terms of a rotating ideal gas.\textsuperscript{10} Also where the single source calculation had a broad maximum for same side correlations, the three source calculation shows a maximum at about $0^-55^\circ$. This maximum is almost as large as the opposite
side maximum for the heavier systems. The most notable disagreement between the data and the three source calculation is the under predicting of the coincident cross section for large $\theta$. This disagreement is probably due to correlations where the particles come from different sources.

Figure 3 shows the ratio of in-plane to out-of-plane correlations for 40 MeV/nucleon C + C, C + Au. The solid and dashed lines are the results of momentum conservation calculations described above. The ratio is plotted as a function of the polar angle $\theta$ of the proton detected at $\phi=0^\circ$. The other proton is detected at either $(0,\theta)=(45^\circ,180^\circ)$, an in-plane correlation, or $(0,\theta)=(45^\circ,90^\circ)$, an out-of-plane correlation. The three source momentum conservation calculation reproduces the relative flatness of the data for the C+Au case. For the C+C system the disagreement at large angles between the data and the calculation is probably due to correlations between protons where one proton comes from the target-like source and the other proton comes from the intermediate source. Correlations between protons from different sources should contribute equally to both the in-plane and the out-of-plane correlations thus reducing the ratio of in- to out-of-plane correlations as is seen in the data.
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The angular momentum transfer and spin alignment of fragments in deep-inelastic heavy ion collisions have been recently investigated by the multiplicity and anisotropy of γ-rays emission from excited fragments\(^1\,\,^2\). Previous measurements have been made with low resolution continuum spectroscopy and, in a few cases, with high resolution discrete γ-ray spectroscopy of one of the fragments. These previous studies have measured the alignment of one fragment as a function of Q-value but have not been able to correlate the spins of the reaction partners.

We have investigated the simultaneous anisotropies and spin alignments of both the light and the heavy fragment from \(^{22}\)Ne on \(^{170}\)Er at 10 MeV/A. The projectile-like fragments (PLF) were detected in 6 surface barrier telescopes located on a cone about the beam axis at an angle of 30° (lab.). The particle detectors were cooled to -20°C to ensure separation of adjacent isotopes. γ-rays from both light and heavy fragments were detected in an array of 5 Compton-suppressed Ge detectors. Figure 1 shows a typical γ-ray spectrum in coincidence with \(^{18}\)O ejectiles. Transitions in \(^{168}\)Yb, \(^{170}\)Yb and \(^{172}\)Yb are seen up to the previously observed \(J^2=18^+\) state. These residual nuclei are from the \(a\) transfer reaction with successive neutron evaporation.

The intensities of γ-ray transitions measured in coincidence with light fragments as a function of \(\phi\) covering the angular range of 10-80° (lab.) were used to obtain the angular correlations. Here, \(\phi\) is the angle between the γ-ray counter and the normal to the reaction plane defined by the particle detector and the beam. The kinetic energy of the PLF's was sharply peaked as expected for transfer reactions at this bombarding energy. Some representative data and fitted angular distribution functions for both light and heavy fragments are shown in Fig. 2. These angular distributions were used to extract the anisotropy and spin alignment of the fragments using the procedure described by Moretto et al.\(^3\) These results are shown as a function of Z in Fig. 3. No corrections have been made for contributions from the misalignment process of sequential neutron evaporation which proceeds the γ-ray cascade.

For these quasi elastic reactions, the anisotropy of target-like fragment (TLF) γ-rays rises with increasing Z-transfer and peaks at a maximum of -2.8. The initial rise of anisotropy with increasing Z is due to a rapid buildup of aligned spin by particle transfer at the periphery of the nuclei. The subsequent fall of the anisotropy at larger Z indicates that the relative importance of the aligned component of the transferred angular momentum is decreasing compared to the randomly-oriented thermal components of spin. These random components cause a significant decrease in the alignment. As expected, we have observed larger
Fig. 2 Angular distributions of $\gamma$-rays for both light and heavy fragments in coincidence with ejectiles. The solid curve is Legendre polynomial fit to the data.

Anisotropies than those previously seen in the continuum $\gamma$-ray spectroscopy. This is due to a substantial admixture of dipole transitions among the quadrupole $\gamma$-ray transitions that are not separated by the continuum technique resulting in a smaller anisotropy even if the fragment angular momentums are completely aligned.

The most interesting new feature of the present results is the comparison of the TLF and PLF spin alignments shown in Fig. 3. For example, the spin alignment parameter, $P_{zz}$ of $^{18}_O$ fragments was found to be 43% whereas the alignment of $^{170}_O$ fragments in coincidence with the $^{18}_O$ ejectiles was 70%. Combination of these data with fragment spins will allow us to determine the correlation of the alignments.

Fig. 3 (a) Anisotropy of the stretched E2 yrast transitions in target-like fragments as a function of Z of ejectiles. (b) Spin alignment in TLF’s (squares) and in PLF’s (circles) as a function of Z of ejectiles.

b. Oak Ridge National Laboratory.
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Alpha particles with energies approaching the full beam energy, and protons, deuterons and tritons with a significant fraction of the beam energy (one-half) have been observed in heavy-ion collisions near $\theta = 0^\circ$ for projectiles $Z > 8$ with $E/A = 10$ to 40 MeV/u stopped in thick targets. Fits to the spectra assuming only projectile fragmentation with Fermi motion in the projectile require rather large source temperatures ($T_s > 10$ to 50 MeV). Alternate processes, such as cluster transfer mechanisms are suggested.

Studies\(^1\) of heavy-ion collisions at $E/A = 10$ MeV/u to 20 MeV/u have indicated the importance of non-equilibrium processes in the emission of energetic light particles. The production of nucleons and other particles is forward with velocities several times that of the projectile have been observed by many groups and is usually attributed to projectile fragmentation with Fermi motion of the light particle,\(^2\) described by a source temperature $T_s$, accounting for the additional velocity component. However, experiments reported by Borcea et al.\(^5\) and those done at the Hahn-Heinrich Institute (VIKSI) have suggested that high-energy alpha particles observed near $\theta = 0^\circ$ in Ne-induced collisions, $E/A < 20$ MeV/u, may arise from other mechanisms such as cluster transfer reactions. Since the latter, e.g., $^{20}$Ne, as an $^{16}$O transfer, have a small Q-value, they can produce light particles approaching the full beam energy particularly near $80^\circ$. Thus heavy projectiles with $E/A$ of tens of MeV/u may produce GeV light particles. We have studied this phenomenon with a variety of projectiles ($Z > 8$), $E/A = 9$ to 40 MeV/u, at the MSU NSCL and ANL ATLAS facilities.

The small angle data were primarily taken using a 50 mm diameter by 150 mm long BGO scintillator situated about 0.5 m behind a thin tantalum target which also served as a beam stop and permitted measurements at $\theta = 0^\circ$. Additional detectors, usually 50 mm diameter by 100 mm NaI(Tl) or 100 mm x 100 mm NaI(Tl) were situated at angles $\theta > 0^\circ$. The BGO detector could stop protons up to about 400 MeV and a particles up to 1.5 GeV, although the efficiency for protons is somewhat less than unity above 200 MeV. The NaI(Tl) detectors could stop protons of about 150 MeV and a particles of about 600 MeV.

Particles were identified\(^6\) in the BGO using time-of-flight (TOF) while those in the NaI(Tl) were identified with pulse-shape discrimination (PSD). A PSD signal of $Z = 1$ vs. $Z = 2$ was observed for BGO and was used to verify the TOF identification. Likewise, TOF in the NaI detectors was used as an alternate particle identification parameter. The detectors were calibrated at the Indiana University Cyclotron Facility (IUCF) using 150 MeV protons and 270 MeV He ions.

The projectiles and bombarding energies studied are shown in Table 1 and were obtained from the Argonne National Laboratory (ANL) ATLAS linac or the NSCL superconducting cyclotron, which were both tuned i.e. phase selected for TOF measurements with $\Delta E / E$ nac.

Some of the light particle spectra observed at $\theta = 0^\circ$ from the NSCL experiments are displayed in Figure 1. They typically peak at an energy near that corresponding to the projectile velocity (although some spectra are cut off by lower discriminators) and then fall off as $-E^{-1}_{L}/L$ where $E_L$ is the fragment's
<table>
<thead>
<tr>
<th>System</th>
<th>$E^b$ (MeV)</th>
<th>E/A MeV/u</th>
<th>Protons $T_L$ (MeV)$^a$</th>
<th>$T_S$ (MeV)$^b$</th>
<th>Alphas $T_L$ (MeV)$^a$</th>
<th>$T_S$ (MeV)$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{32}S + ^{181}Ta$</td>
<td>305</td>
<td>9.5</td>
<td>16</td>
<td>11</td>
<td>32</td>
<td>18</td>
</tr>
<tr>
<td>$^{58}Ni + ^{181}Ta$</td>
<td>450</td>
<td>14</td>
<td>24</td>
<td>16</td>
<td>48</td>
<td>26</td>
</tr>
<tr>
<td>$^{16}O + ^{181}Ta$</td>
<td>600</td>
<td>10.3</td>
<td>8</td>
<td>6.5</td>
<td>18</td>
<td>13</td>
</tr>
</tbody>
</table>

Footnotes to Table I

a) $\frac{qN}{dE} = -\frac{E_L}{T_L}$

b) Fragmentation-model fit, viz. moving source with projectile (beam) velocity and source temperature, $T_s$. $T_s$ is adjusted to fit the observed spectra at $\theta = 0^\circ$. We assume that most high energy particles come from the high-energy portion of the (stopped) beam.

c) Data from ANL ATLAS experiments

d) Data from MSU NSCL experiments

Lab energy and $T_L$ is the slope parameter. Except for the $^{58}Ni$ projectiles (Table I), the spectra near $\theta = 0^\circ$ extend out to nearly the full beam energy while the proton spectra extend out about half the beam energy. Deuterons, tritons and $^3He$ particles are much less intense but also extend out to a significant fraction of the beam energy. As observed$^5-7$ in He-induced reactions at $E/A = 10$ MeV/u, near $\theta = 0^\circ$, alpha particles are emitted several times more copiously than protons. Also, as observed by others, the high-energy portions of the light particle spectra, especially for alpha particles, are peaked at an angle near $\theta = 0^\circ$, whereas the lower-energy particles are emitted more isotropically.$^1-4$ The observed slope parameters, $T_L$, and deduced source temperatures, $T_S$, are displayed in Table I.

![Graph](image_url)

**Fig. 1.** Proton (top) and alpha particle (bottom) spectra observed at $\theta = 0^\circ$ for 40 MeV/u $^{16}O$ ions stopped in a thin Ta foil.
We have calculated the spectral shapes expected assuming fragmentation of a source moving with the projectile velocity with Fermi motion corresponding to a source temperature, $T_s$, i.e., projectile fragmentation. The source temperature $T_s$ for emitted nucleons should be comparable to a typical nuclear Fermi energy, $T_F$, of 3 to 8 MeV. Instead, we often require source temperatures of 8 to 24 MeV to reproduce the proton spectra, and 13 to 48 MeV to reproduce the alpha spectra.

As suggested by $(\alpha,\alpha)$ experiments at lower energies, the high-energy portions of the alpha spectra, which exhibit $T_s > 30$ MeV, and the fact that $E^{max}_{\alpha}$ of the projectile suggest that mechanisms other than fragmentation e.g., cluster transfer may be important and as a source of very-high energy light particles. We are presently extending our measurements at MSU NSCL to heavier projectiles ($A \geq 40$, $E/A \geq 20$ MeV/u) including thin target measurements at $\theta = 0^\circ$ utilizing a double-foil/TOF technique we have recently developed.
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Subthreshold pion production with heavy ions has been studied since 1979 with the aim of observing collective effects in the hot, dense nuclear matter formed in the interaction zone of the collision. However, only in the lowest energy experiments, right near the conservation of energy threshold, have these effects been shown to exist definitively. In general, the experiments on subthreshold pion production have been carried out with light beams, mainly $^{12}$C and $^{20}$Ne, and without any impact parameter selection.

In the experiment reported here we follow up on a previous work carried out with a heavy system, the La + La reaction at $E/A = 246$ MeV. In the present work we have added a multiplicity filter, full angular distributions, and data at much lower energies, 138 and 183 MeV. The experiment was carried out at the Lawrence Berkeley Laboratory Bevalac using the beam 30-2 single arm spectrometer. Several modifications to the spectrometer were made for this experiment including an absorber on the focal plane to stop light ions of the same rigidity of the positive pions. The most important modification was the 110 element multiplicity filter array of roughly cylindrical geometry placed just downstream from the target.

The data from this experiment show several interesting features with respect to a) multiplicity selection, b) angular distributions, c) beam energy dependence, and d) Coulomb effects.

a) In Fig. 1 the multiplicity distribution is given for protons and pions at nearly the same angle and kinetic energy. Given that the unbiased multiplicity is peaked at zero, the data seem to show that both the protons and the pions are produced predominantly in central collisions. However the protons have a low multiplicity component at small angles that is almost absent for the pions.

b) In Fig. 2 the spectra of negative pions is given for a range of angles in the center of mass system. The spectra are exponential and almost independent of angle.

c) The beam energy dependence of the total cross section is quite different for La + La as

---

**Fig. 1.** Number of events vs. associated charged particle multiplicity for protons and negative pions at two different angles in La + La collisions at $E/A = 246$ MeV.

**Fig. 2.** Spectrum of negative pions at various cm angles for La + La at $E/A = 246$ MeV.
compared to Ne + NaF. In Fig. 3 the Ne + NaF data has been scaled by \( A_T^{2/3} A_p^{2/3} \) which usually works very well for sets of data at the same beam energy. However in this case there is a marked deviation which becomes more important the more you go below threshold. This effect is what one would expect for coherent volume production.

d) The cross section for pion production in La + La collisions is almost independent of charge as is seen in Fig. 4. This is in spite of the fact that the neutron excess of the beam and projectile should favor negative pions. The Coulomb shift of the charged pions due to the charge of the source is apparently just enough to cancel the excess of negative pions. About 30% of the total charge is enough to do this.

There is also a marked difference between negative and positive pions at the lowest energy. If the process is viewed as statistical, then the cross section should be proportional to the true absorption cross section of pions in the appropriate nucleus. This comparison is shown in Fig. 5. The agreement probably indicates the suitability of use of pion capture cross sections as the elementary process in calculations of the pion production.

**Fig. 3.** Total cross section for pion production in La + La and Ne + NaF collisions for various beam energies. The data have been scaled (see text).

**Fig. 4.** Comparison of negative and positive pion spectra at 90° cm for La + La at E/A = 246 MeV.

**Fig. 5.** The ratio of negative to positive pion production for E/A = 246 MeV. The curves are the same ratio for negative and positive pion absorption in Au (Nakai et al. Phys. Rev. Letters 48, 1446[1982]).

---
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An experiment was carried out at the LBL streamer chamber, in which the CCD camera system developed at MSU was used to record near-central collisions of Nb on Nb at 100 and 200 MeV/nucleon. Over 1000 good events were collected at each energy.

The use of CCD cameras eliminates the need for handling and developing film, and the digitized images are directly stored on magnetic tape during the data-acquisition. Such images easily lend themselves to digital image-enhancement, which makes the tracks more visible and eliminates unwanted features such as flares and background illumination. Using the image-enhanced pictures, a track-recognition program attempts to find and follow all the tracks in the event. Any omissions or errors can be later corrected by an operator. The extent of this intervention is strongly multiplicity-dependent (the higher the number of tracks, the higher the likelihood of crossing and partially overlapping tracks), and it also depends on the overall quality of the image. For the 100 MeV/nucleon data, with an average multiplicity of about 30 charged particles, the manual intervention is reduced to about 10 to 15 minutes per view. In comparison, a completely manual scanning of photographic film takes about 1 minute per track, at best.

After a third-degree polynomial has been fitted to the tracks, and all three views of an event have been processed, the Three View Geometry Program (TVGP) reconstructs the trajectory of each fragment in three-dimensional space, determining radius of curvature (R), emission angles (dip and azimuthal), and length of the track. Since the magnetic field B is known, R gives the magnetic rigidity of a particle, RB=p/Z, where p is the total momentum and Z the charge. Therefore, identification of Z is necessary to determine the momentum of a fragment.

Particle identification, in a streamer chamber, relies on the determination of the track intensity. But, while the energy loss of a particle in a gas is proportional to Z^2, the intensity of the light emitted during the formation of streamers does not show the same charge dependence. Work on the intensity analysis is in progress, and several problems are being investigated. The first is the proper algorithm for mass identification. The event-to-event intensity normalization also appears to be a critical factor in the analysis. In Fig. 1 the track intensity, as a function of position along the track, is plotted for a proton stopping in the chamber. The curve shows the Bragg peak typically observed for stopping particles.

At the present stage, 300 events at 200 MeV/nucleon, and 170 at 100 MeV/nucleon have been analysed through the track-recognition program, and for about 50 of them rigidities and emission angles have been calculated.

Fig. 1. Bragg peak observed for a proton stopping in the gas of the streamer chamber.
The first piece of information that can be extracted from the analysis is the average charged-particle multiplicity. Histograms of such multiplicities are plotted in Fig. 1 and 2 for the 100 and 200 MeV/nucleon data, respectively. The curves are obtained by fitting a Poisson distribution to the experimental points. The centroids of the distributions (mean charged-particle multiplicity) are 34.4 at 100 MeV/nucleon and 46.8 at 200 MeV/nucleon.

Fig. 2. Multiplicity distribution for 170 events at 100 MeV/nucleon. The curve is obtained by fitting the experimental points with a Poisson distribution.

One of the purposes of this experiment is to study sideways collective flow, using the transverse momentum analysis technique proposed by Danielewicz and Odyniec. Ideally, momentum, charge and mass of all fragments emitted in a collision should be known, in order to perform this type of analysis. Presently, only rigidities and an approximate estimate of the intensity are known for our data. From this, assumptions can be made about the fragment mass and, by testing momentum, energy, and charge conservation for each event, A and Z can be estimated for all particles. A computer code has already been adapted to the analysis of streamer chamber events, and has been tested, with encouraging results.

Fig. 3. Multiplicity distribution for 300 events at 200 MeV/nucleon. The fit with a Poisson distribution gives a mean charged-particle multiplicity of about 37.
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Recently, a new type of temperature measurement has been developed and employed for studies of nuclear collisions. By assuming that the populations of the states of an isotope emitted from a nuclear reaction are given by a Boltzmann distribution, one can obtain a temperature by measuring the ratio, R, of two populations. This ratio is related to the temperature, kT, in the following way:

\[ R = \frac{(2J_1 + 1)}{(2J_0 + 1)} \times \exp\left(\frac{\Delta E}{kT}\right). \]  

where \( J_0 \) and \( J_1 \) are the spins of the two states, and \( \Delta E \) is the energy difference between the states. Temperature measurements of this type can be divided into two categories: those that measure bound state populations and those that measure unbound state populations. This distinction seems to be important since measurements of the populations of unbound states in light nuclei systematically yield temperatures around 4 or 5 MeV, while those of bound states yield temperatures from 0.5 to 1 MeV for intermediate-energy (E/A=20 to 60 MeV) heavy-ion reactions. Attempts to reconcile these differences have centered on preferential feeding of the ground state by sequential decay as discussed in Refs. 4 and 6. The bound state populations will, of course, fail to reflect the initial Boltzmann distribution if there is significant differential feeding of any of the observed states from particle unbound states in larger nuclei. This effect is expected to be greatest for those ratios which involve the ground state population. As part of a larger experiment, we have measured the extent of feeding from sequential decay for two systems previously used in bound state temperature measurements.

A beam of 490 MeV \(^{14}\text{N}\) ions was provided by the K500 cyclotron. The target was a self-supporting foil of natural silver, 1.8 mg/cm\(^2\) thick. Particle inclusive spectra were obtained from four silicon \(\Delta E\)-E telescopes each with 300 mm\(^2\) area. The \(\Delta E\) detectors were either 50 \(\mu\)m or 100 \(\mu\)m thick, while the E detectors were each 1000 \(\mu\)m thick. As in Ref. 8, coincident neutrons were detected in ten liquid scintillators (NE213) placed at a wide range of angles in the horizontal plane. These neutron detectors were placed at distances from 130 cm to 206 cm from the target. The typical neutron detector had a geometric solid angle of approximately 7.5 mrad. Thin (0.6 cm) plastic scintillation paddles were placed in front of the neutron detectors and were used to veto coincidences with charged particles electronically. The in-beam background of scattered neutrons was measured by taking data with shadow bars between the neutron detectors and the target.

The neutron time-of-flight was measured relative to the charged particle signal in the \(\Delta E\) detectors of the telescopes. Neutrons were distinguished from \(\gamma\) rays by pulse shape discrimination. The neutron detector efficiency as a function of energy was calculated with the code TOTEPH and folded into the neutron data. Using a technique developed by Kiss et al.\(^{10}\), it was possible to observe the neutron decay of the 2.255 MeV excited state of \(^6\text{Li}\) and that of the 7.456 MeV excited state of \(^7\text{Li}\), which feed the ground states of \(^7\text{Li}\) and \(^6\text{Li}\), respectively. The present results indicate that the feeding is sufficient to increase substantially the previously extracted temperatures.

Figure 1 shows the velocity distribution of the neutrons shifted to the moving frame of the
in order to extract the number of $^8\text{Li}$ produced in the neutron emitting state.

The geometric efficiency of the neutron detector for observing the decay of this state in $^8\text{Li}$ depends on the velocity of the emitting system and the emission velocity of the neutron. This geometric efficiency, $\epsilon(E)$, was determined by a Monte-Carlo calculation as a function of the $^8\text{Li}$ energy both for each of the two peaks seen in Fig. 1. An average geometric efficiency, $\langle \epsilon \rangle$, was then obtained by the following equation:

$$\langle \epsilon \rangle = \frac{\int \epsilon(E)Y(E)dE}{\int Y(E)dE}.$$  \hspace{1cm} (2)

Dividing the number of neutrons observed in each peak by the average efficiency gave the total number of $^8\text{Li}$ in the 2.255 MeV state. A similar analysis of neutron emission from the 7.456 MeV state in $^7\text{Li}$ was used to determine the number of $^7\text{Li}$ in that excited state. The total $^7\text{Li}$ yield was corrected for $^{18}\text{O}$ contamination\(^5\) (about 20\% of the $^7\text{Li}$ yield). In addition, the data were corrected for the fact that this state branches to $^6\text{Li}$ in only 77\% of the time\(^4\).

Table I contains the ratio of the two measured unbound excited states of $\text{Li}$ to the populations of the ground states and previously measured\(^4,\hspace{1cm}^5\) bound excited states and the temperature implied by Eq. (1). The calculated temperature of 3.0(4) MeV (from $^7\text{Li}$ (7.456) and $^7\text{Li}$ (0.478)) is higher than the 0.54 MeV observed with the bound excited states\(^4\). This is qualitatively consistent with feeding arguments since the present measurement does not involve

\begin{table}
\centering
\caption{Ratios, R, and their corresponding temperatures, kT, from Eq. (1).}
\begin{tabular}{lccc}
\hline
\text{States Compared} & \text{R (ratio)} & \text{kt (from R and Eq. (1))} \\
\hline
$^7\text{Li}(7.456)$ to $^7\text{Li}(g.s.)$ & 0.06(2) & 2.3(2) MeV \\
$^7\text{Li}(7.456)$ to $^7\text{Li}(0.478)^a$ & 0.30(9) & 2.3(2) MeV \\
$^8\text{Li}(2.255)$ to $^8\text{Li}(g.s.)$ & 0.33(8) & 1.6(3) MeV \\
$^8\text{Li}(2.255)$ to $^8\text{Li}(0.9808)^a$ & 6.2(5) & 4.0 MeV \\
\hline
\end{tabular}
\footnotetext{\hspace{1cm}^aPopulation of $Y$-emitting states from Refs. 4 and 5.}
\end{table}
the ground state and should therefore be less susceptible to the effects of feeding from sequential decay.

Considerable beam time (about 1/3 of the total experiment) was devoted to the shadow bar runs so that their statistical uncertainty would not contribute significantly to the final data. The systematic errors are primarily due to uncertainties in determining the geometrical efficiency for observing the neutron decay. Any misalignment of the neutron detector with respect to the target and the silicon telescope will result in overestimating the geometric efficiency, and hence underestimating the yield from the state in question. However, due to the large target-to-detector distance of 130 cm, it was possible to position the neutron detectors such that their angles were known to ±0.1°, which introduced a relatively insignificant effect on the geometric efficiency. A finite-sized beam spot and possible error in centering the beam have much greater effect on the efficiency. In this experiment, these effects produced the equivalent of a detector misalignment of about 0.6 degrees. The geometric efficiency is quite sensitive to this. For example, a misalignment of 1° reduces < ρ > by 1/3, which produces a 50% increase in the calculated populations. The values and uncertainties used for the geometric efficiencies reflect the size and location of the beam spot. The results shown in Table I reflect the systematic uncertainties combined with the statistical errors. The dependence of the temperature given by Eq. (1) on the ratio is very slow in this neighborhood. For instance, increasing the ratio of the populations of the 7.456 MeV state to the 0.478 MeV states in 7Li by 30% only increases the temperature by 13%. To reflect a temperature of 5 MeV, this ratio would have to be 0.743, more than twice as large as observed.

The feeding of the 7Li yield from the 2.255 MeV state in 8Li is defined as the number of 8Li in that state divided by the total number of observed 7Li (corrected for 8Be contamination). The amount of feeding of the 7Li inclusive yield from sequential decay of the 2.255 MeV state in 8Li is 6(2) percent. Similarly, the feeding of the 6Li inclusive yield via neutron emission from the 7.456 MeV state in 7Li is 4(1) percent. These feedings alone will produce only a small correction in the temperatures extracted in Refs. 1, 4, and 5, which still gives temperatures less than 1 MeV. However, these measurements are only from one decay channel. These values plus a model for the sequential decay can be used to estimate the total feeding from all possible decay channels.

An attempt to determine the extent to which feeding from sequential decay reduces the observed fractions reported in Refs. 4 and 5 can be made with the quantum-statistical model of Hahn and Stöcker. For a given temperature (KT), the model assumes an initial statistical equilibrium distribution from infinite nuclear matter based on the binding energy of isotopes, including the excited state populations (using all known states). Subsequently, the final isotope distributions are calculated using all known decays and their branching ratios. The other model parameters were chosen to be appropriate values: the break-up density, ρ, was set at 1/4 of normal nuclear matter density, and the initial proton to neutron ratio, Z/N, was 0.88.

For temperatures above 2 MeV and the other parameters as specified above, the model predicts feeding of around 40% to the ground states of the Li and Be isotopes. The feeding is significant in that the predicted fractions of excited state populations for low-lying particle bound states can be brought close to the observed values. These types of calculations have suggested that feeding may be the solution to the discrepancies in the reported temperatures. Since this model predicts the number of 8Li initially in the
Fig. 2. Quantum-statistical model predictions for the feeding (in percent) of the $^7$Li yield from the neutron decay of the 2.3 MeV state in $^8$Li as a function of temperature (with parameters $\rho/\rho_s=0.25$ and $Z/N=13/15$).

For the temperature of 3 MeV (and the other model parameters unchanged) the model predicts that 33.5% of the observed $^7$Li yield is from particle decay of other nuclei. The 0.97 MeV excited state to ground state population ratio, $R$, can be obtained from the observed excited state fraction, $f$, including feeding to the ground state, $\rho_{gs}$, from the relation:

$$R = \frac{f}{1 - f + \rho_{gs}} \quad (3)$$

Then, the previously measured $^7$Li bound excited state fraction gives the ratio of the population of the first excited state to the ground state of $^7$Li as 0.35±0.07 which (using Eq. (1)) corresponds to a temperature of 1.3±0.5 MeV. This temperature is then consistent with that obtained by comparing the two excited state populations. Furthermore, the ratio of the population of the 7.456 MeV state to the ground state in $^7$Li reported in Table I can be corrected for feeding in a similar manner. The values are shown in Table II. In each case, no attempt was made to include errors on the feeding of 33.5 percent. Considering the uncertainty in that value, it is reasonable to say that all three temperatures obtained from the populations of levels of $^7$Li and the extent of the feeding to the $^7$Li yield from the 2.255 MeV state in $^8$Li are all consistent with a temperature of 2.5 to 3 MeV.

In conclusion, we have observed the 2.255 MeV state in $^7$Li and the 7.456 MeV state in $^7$Li from the reaction of $^{14}$N+$^{197}$Ag at E/A=35 MeV via their neutron decay. The relative abundance of $^7$Li in this excited state indicates a nuclear temperature of 3.0(4) MeV, significantly higher than observed in Refs. 4 and 5. The population of the 2.255 MeV state of $^8$Li reflects a temperature of 1.6(3) MeV when the effect of sequential decay is ignored. Of all observed $^7$Li, 6(2)% are from the neutron decay of the 2.255 MeV excited state in $^8$Li, while 41(1)% of all $^6$Li observed are from the neutron decay of the 7.456 MeV excited state in $^7$Li.

In the case of $^7$Li, measurements exist of the bound state populations, an unbound state population, and feeding from particle decay of another nucleus. All of these measurements are consistent with a single temperature of about 3 MeV when the effect of the total predicted feeding to the ground state from sequential decay is considered. This temperature is also consistent with charged-particle correlation measurements if one considers the 50% data with the $E_1/E_2$ range from 55 to 100 MeV of Ref. 3.

For the other isotopes for which bound state population measurements exist ($^6$Li, $^5$Li, and $^7$Be) such a complete picture does not exist. The only other measurement of feeding from sequential decay is from the 7.456 MeV state of $^7$Li to the ground state of $^6$Li. In light of the success in describing the $^7$Li system, it is possible that the excited state populations of these other systems will also be understood in terms of temperature as more data becomes available.
**TABLE II.** Ratios, R, corrected for feeding via Eq. (3) and their corresponding temperatures, KT, according to Eq. (1).

<table>
<thead>
<tr>
<th>States Compared</th>
<th>R (ratio)</th>
<th>KT (from R and Eq. (1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^7\text{Li}(0.478)^{a}$ to $^7\text{Li}(g.s.)$</td>
<td>0.35(7)</td>
<td>1.3\pm 0.3 MeV</td>
</tr>
<tr>
<td>$^7\text{Li}(7.456)$ to $^7\text{Li}(g.s.)$</td>
<td>0.11(3)</td>
<td>2.8(3) MeV</td>
</tr>
</tbody>
</table>

---

*aPopulation of γ-emitting state from Ref. 5.
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We are investigating the interaction of 15-45 MeV/u C-12 ions with copper and silver by off-line gamma-ray measurements. During the past year, we performed experiments with 15 and 45 MeV/u C-12 ions. The data are presently being analyzed. Along with the results of earlier measurements with 25 and 35 MeV/u C-12 ions, the data will permit a determination of the evolution of the isobaric yield distribution, mass yield distribution, fragmentation yield, and momentum transfer with increasing bombarding energy.

![Graph: The Mass Distribution of the Products of the Reaction of 45 MeV/u C.12. with Cu](image1)

**Fig. 1.** The mass distribution of the products of the reaction of 45 MeV/u C.12. with Cu.

![Graph: Average Momentum Transfer](image2)

**Fig. 2.** Average momentum transfer. 15, 25, 35, 45 MeV/u C.12. and 40 MeV/u N.14.
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Inclusive mass distributions from nuclear fragmentation reactions have catalyzed a number of theoretical speculations on the origin and significance of complex fragment emission from highly excited nuclear systems. Since many models of complex fragment emission neglect the populations of excited states and assume that fragmentation can be understood in terms of the ground state properties of emitted nuclei, we have investigated the modifications of primary particle distributions by the effects of sequential decays of particle unstable states. The population and subsequent decay of particle unstable states in complex nuclei can produce characteristic structures in the mass distributions similar to those observed [1] in high energy fragmentation reactions. Recent measurements of excited state populations [2-4] are consistent with statistical populations of nuclear states.

We assume that each available state, \( i \), is initially populated with the weight, \( P_i \), given by

\[
P_i = P_0(A_i, Z_i) \left( \frac{2S_i + 1}{2} \right) \exp(-E_i / T),
\]

where \( P_0(A_i, Z_i) \) denotes the population per spin degree of freedom of the ground state of a fragment of mass and charge numbers \( A_i \) and \( Z_i \), respectively; \( S_i \) and \( E_i \) denote the spin and excitation energy of state \( i \); \( T \) is the emission temperature which characterizes the statistical population of states of a given isotope. This temperature is, in general, different from the "kinetic" temperature which can be used to characterize energy spectra of the emitted fragments. In order to evaluate the effect of the decay of particle unstable states one has to specify the relative populations \( P_0(A_i, Z_i) \). For simplicity, we use the parametrization:

\[
P_i(A, Z) = \exp\left( -V_c / T + Q / T \right)
\]

where \( V_c \) is the Coulomb barrier for emission from a parent nucleus of mass and atomic numbers \( A_p \) and \( Z_p \), and \( Q \) is the ground state Q-value:

\[
V_c = Z_i (Z_i - Z_1) e^2 / (r_0 (A_1^{1/3} A_p^{1/3}))
\]

and

\[
Q = B(A_p - A_i, Z_p - Z_i) - B_1 = B(A_p, Z_p).
\]

We used the radius parameter of \( r_0 = 1.2 \) fm. The binding energies, \( B(A, Z) \), of heavy nuclei are calculated from the Weizsäcker mass formula. For the emitted light fragments we use the measured binding energies, \( B_1 \), of the respective ground states. Alternative primary distributions could be explored; they will, however, not affect our qualitative conclusions.

We restrict our discussion to primary fragments of mass numbers \( A_1 \geq 20 \). For these nuclei, all known [5] states with widths less than 3 MeV are included in the calculations. Particle unstable states are then allowed to decay statistically to available final states through the emission of light particles (\( n, p, d, t, ^3\text{He}, \) and \( \alpha \) particles).

Figure 1 shows the resulting primary mass distributions for emission from a moderately excited Xe nucleus (\( A_p = 131 \), \( Z_p = 54 \), and \( T = 5 \) MeV).

The histogram represents the total primary mass distribution including unbound states. The dark and light shaded regions represent the contribution from ground and excited particle stable states, respectively. Contributions from excited states dominate at this temperature.
The primary distributions are relatively smooth with little structure resulting from variations in level density and binding energies. The solid points in the figure show the final mass distribution after the decay of particle unstable states. These decays enhance the light particle yields; the yields of heavier fragments, $A > 4$, are depleted by sequential decays. However, they remain significantly larger than the primary yields of bound nuclei. Approximately half of the fragment yield is attributable to secondary decays.

Figure 2 compares the calculated final mass distribution (histogram) with the distribution measured [1] for proton-induced reactions on Xe at $E_p = 80 - 350$ GeV (solid points). The calculated mass distribution includes only nuclei for which cross sections were published in ref. 4, and differs from the final distribution in Figure 1 principally by the exclusion of $^6$He. The calculation at this temperature, $T = 5$ MeV, reproduces the average slope of the mass distribution. In addition, the calculation reproduces the characteristic structures in the experimental mass distribution for nuclei $^6$Xe$^{14}$.

Direct measurements of the relative populations of nuclear states in intermediate energy nucleus-nucleus collisions have provided puzzling results. In thermal models, the ratio of the primary populations of two narrow states, 1 and 2, in a given nucleus is given by

$$
\frac{P_1}{P_2} = \frac{R_e}{R_m} \exp(-\Delta E_{12}/T)
$$

$$
= \left(\frac{2s_1 + 1}{2s_2 + 1}\right) \exp(-\Delta E_{12}/T), \quad (5)
$$

where $\Delta E_{12}$ is the difference in the level energies and $R_m$ is the high temperature limit.
This expression was used to extract the effective emission temperatures from the measured relative populations of excited states [2-4,6-8]. The populations of low lying particle stable levels relative to the respective ground states were interpreted [6,7] in terms of unexpectedly low emission temperatures, $\leq 1$ MeV. Measurements of populations of particle unstable levels [2-4,8] indicated higher average emission temperatures of about 5 MeV. It has been suggested [2,4,8,9] that sequential decay is responsible for discrepancies between these measurements.

We have calculated the primary and final population ratios, $R_p$, for several previously analyzed [2-4,8] particle unbound levels in $^4$He, $^5$Li, $^6$Li, and $^8$Be nuclei. The dotted curves in Fig. 3 show the temperature dependences of the primary population ratios given by Eq. 5. The solid curves indicate the final population ratios when one includes the sequential decays of excited primary fragments populated according to Eqs. 1-4. At low emission temperatures, $\leq 1$ MeV, few unbound states are populated; the primary and final population ratios are equivalent, and Eq. 5 can be used to determine emission temperatures. At higher temperatures, however, the final populations do not follow the thermal relation of Eq. 5. Instead, they reflect the feeding from higher lying levels. All population ratios are predicted to reach saturation values less than expected from the simple relation of Eq. 5. The calculations corroborate the qualitative arguments given in refs. 2 that Eq. 5 can only be used to determine emission temperatures when $\Delta E/\Delta T \ll 1$. However, even in such cases problems can arise; see, for example, the predicted strong perturbation of the ratio of the 3.04 and 17.6 MeV levels in $^8$Be. Of the six examples shown in Figure 3, the $^5$Li population ratio is the only case which is predicted to be relatively unperturbed by secondary decays for temperatures up to $7\pm 10$ MeV.

![Fig. 3. Temperature dependence of population ratios, $R_p/R_a$, for specific states in $^4$He, $^5$Li, $^6$Li, $^8$Be nuclei. Ratios measured for the $^{40}$Ar+$^{197}$Au reaction at E/A=60 MeV are shown by hatched regions [2-4]. Dotted curves: temperature dependence of primary population ratios; solid curves: final ratios predicted from Eqs. 1-4; dashed and dashed-dotted curves: final ratios predicted by quantum statistical calculations [10] for densities of $\rho/\rho_c=0.05$ and 0.9, respectively.](image-url)

The effects of sequential decay are influenced by two factors: the relative populations of excited states and the distribution $P_0(A_1,Z_1)$. For steeply falling primary mass distributions, the population ratios will be less modified by sequential decay processes than for flat primary mass distributions. Mass distributions calculated from Eqs. 2-4 become flatter at higher temperatures. This increases the modifications of the population ratios. In order assess the differences which exist for different
distributions of primary fragments we also show the results of quantum statistical calculations [10]. Penetration through the Coulomb barrier is neglected in this model. The mass distributions become steeper with increasing temperature and with decreasing breakup density, $\rho$. The dashed and dashed-dotted curves in Fig. 3 show final population ratios predicted for breakup densities of $\rho/\rho_0 = 0.05$ and 0.9, respectively, where $\rho_0$ is the ground state nuclear density.

The shaded areas in Fig. 3 give the relative populations of states measured [2-4] for $^{40}$Ar induced reactions on $^{197}$Au at $E/A=60$ MeV. Within the present theoretical uncertainties concerning the primary fragment distribution and the branching ratios for the decays of many of the high lying states, the experimental population ratios are consistent with an equilibrium primary population of excited states at a temperature of $T=4-5$ MeV. Further specification of the primary distribution will only be possible with additional constraints provided by elemental and isotopic distributions.
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Much of the recent work done on heavy-ions reactions at energies above 20 MeV/nucleon has focussed on the emission of light particles or has selected high multiplicity events which are thought to arise from central collisions. For more peripheral collisions, on the other hand, the transfer of one or more nucleons from the projectile to the target, and projectile fragmentation have been suggested as possible reaction mechanisms. These processes can in principle be distinguished by their different angular distributions. It is therefore important to be able to measure angular distributions for different fragments down to very forward angles, and to make an accurate identification (Z and W) of the particles observed.

This motivated us to perform a series of measurements with the S20 spectrograph, using both 16O and 18O beams of 35 MeV/nucleon on a 58Ni target. Projectile like fragments were measured between laboratory angles of 2 and 10 degrees in 1 degree steps. Since the energy range which had to be covered was very large, it was necessary to take a large number of momentum "bites", in some cases 6-8, to obtain a fairly complete spectrum. Using the energy loss in the gas ionization chamber in the S20 focal plane, the light from the scintillator behind the ionization chamber and the time of flight of emitted particles through the spectrograph, it was possible to cleanly separate isotopic masses up to 18.

A number of complete momentum spectra have been obtained. Two examples of such spectra for 14C and 15N measured at 6 degrees are shown in Figures 1a and 1b. Both of these spectra show broad peaks centered just below the beam energy. The data from this experiment are being analyzed at the Tandar Lab, Buenos Aires and at the Instituto de Fisica, Sao Paulo.

a. Instituto de Fisica, Buenos Aires.
b. Instituto de Fisica, U.N.A.M.
c. Instituto de Fisica, Sao Paulo.
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Fig. 1a Momentum spectrum for 14C at 6 degrees.
Fig. 1b Momentum spectrum for 15N at 6 degrees.
Because of their sensitivity to final state interactions and quantum statistics, light particle correlations at small relative momenta contain information about the space-time characteristics of the emitting system [1-3]. While two-particle inclusive measurements can provide insights about the average properties of the emitting system, more detailed information must be obtained from more exclusive measurements in which specific classes of reactions can be suppressed or enhanced. We used the linear momentum transferred to the heavy reaction residue as a filter to discriminate between quasi-elastic and more violent, fusion-like projectile-target interactions and investigated two-particle correlation functions at small relative momenta for these two types of reactions. The maxima of the p-p and a-d correlation functions are larger for fusion-like reactions than for quasi-elastic collisions.

A 1.1 mg/cm² thick gold target was irradiated by ¹⁴N ions with E/A=35 MeV incident energy. Light particles (Z≥2) were detected by a close-packed hexagonal array of 13 ΔE-E telescopes, each consisting of a 400 μm thick Si detector and a 10 cm thick NaI detector. Coincident fission fragments were detected with two X-Y-position sensitive parallel plate detectors.

The left hand part of Fig. 1 shows folding angle distributions, θ_{ff} - θ_{fA} - θ_{fB}, where θ_{fA} and θ_{fB} denote the polar angles of the two coincident fission fragments. The upper scale indicates the average linear momentum, Δp/p, transferred to the heavy reaction residue (measured in units of the projectile momentum, p). Open points correspond to the inclusive folding angle distribution; full points represent the distribution measured in coincidence with a-d pairs. The inclusive distribution exhibits a maximum at Δp/p = 0.8, indicating dominant contributions from incomplete fusion reactions. Small folding angles are suppressed when coincident a-d pairs are detected in the light-particle hodoscope. To a large extent, this suppression is due to momentum conservation; the coincident a-d pairs carry away an average linear momentum of 0.35p.
In order to explore the dependence of light particle energy spectra and correlation functions on the linear momentum transferred to the heavy target residue, we have used three gates on folding angle. (Gate (1): $\Theta_{FF} < 145^\circ$; gate (2): $145^\circ < \Theta_{FF} < 160^\circ$; gate (3): $\Theta_{FF} > 160^\circ$.) The right hand side of Fig. 1 shows the dependence of the $\alpha$-$d$ coincidence yield on the total kinetic energy, $E_{\alpha} + E_d$, for $\alpha$-$d$ pairs which can be attributed to the $2.186$ MeV state of $^6$Li ($E_{rel} = q^2/2m = 0.3$-$1.2$ MeV). For small linear momentum transfers (gate (3): $\Theta_{FF} > 160^\circ$), the $\alpha$-$d$ coincidence yield is dominated by a strong quasi-elastic component centered close to the projectile velocity. This component is strongly suppressed by gating on large linear momentum transfers (gate (1): $\Theta_{FF} < 145^\circ$). In general, large linear momentum transfers to the heavy reaction residue can serve as an effective filter condition to suppress quasi-elastic components in the energy spectra.

The two-particle correlation function, $R(q)$, is defined in terms of the singles yields, $Y_1(p^*_1)$ and $Y_2(p^*_2)$, and the coincidence yield, $Y_{12}(p^*_1, p^*_2)$, of particles 1 and 2:

$$Y_{12}(p^*_1, p^*_2) = C_{12} \cdot (1 + R(q)) \cdot Y_1(p^*_1)Y_2(p^*_2).$$

Here, $p^*_1$ and $p^*_2$ are the momenta of the two detected particles, $q$ is the momentum of relative motion, and $C_{12}$ is a normalization constant which is chosen such that the average correlation function, $\langle R(q) \rangle$, vanishes for sufficiently large $q$, where correlations due to final state interactions become negligible. For each gate on $\Theta_{FF}$ and $E_{\alpha} + E_d$, the sum was extended over all energy and detector combinations corresponding to the given relative momentum, $q$.

Figures 2 and 3 show the $\alpha$-$d$ and $p$-$p$ correlation functions measured for large (gate (1), open points) and small (gate (3), solid points) linear momentum transfers to the heavy reaction residue. In order to reduce contributions from later stages of the reaction.

Fig. 2. $\alpha$-$d$ correlation functions gated on large (gate (1): open points) and small (gate (3): solid points) linear momentum transfers to the heavy reaction residue. The gate on the total kinetic energy is indicated in the figure; the curves are explained in the text.

Fig. 3. $p$-$p$ correlation functions gated on large (gate (1): open points) and small (gate (3): solid points) linear momentum transfers to the heavy reaction residue. The gate on the total kinetic energy is indicated in the figure; the curves are explained in the text.
for which sequential emission of low energy particles from the fully equilibrated composite system may be important, these correlations were gated on total energies well above the compound nucleus Coulomb barrier: $E_d = 100$ MeV and $E_{p1} + E_{p2} = 450$ MeV. (The dependence of the $a-d$ correlation function on the total energy, $E_a + E_d$, is shown in Fig. 4.) The selection of events with large linear momentum transfer produces enhanced maxima in both correlation functions as compared to those with low momentum transfer.

![Graph](image)

Fig. 4. Dependence of $a-d$ correlations on the total energy per nucleon, $(E/A)_{tot} = (E_a + E_d)/6$, of the two coincident particles. Correlations measured inclusively and in coincidence with fission fragments are shown in the right and left hand parts, respectively. The left hand scale corresponds to $R_{eff} = \int dq R(q)$, with the integration performed over the range of $q = 30-60$ MeV. The right hand scale gives source radii extracted with the model of ref. 2.

For the $a-d$ correlation function, the sharp peak at $q = 42$ MeV/c is enhanced by about a factor of two. For the $p-p$ correlation function, the enhancement is less dramatic but still appreciable.

The curves shown in Figs. 2 and 3 represent theoretical correlation functions predicted by the final-state interaction model of ref. 1 and its extension [2] to particles heavier than protons. The emitting system was assumed to have a Gaussian density distribution, $p(r) = \exp(-r^2/r_0^2)$, and negligible life-time. In this approximation, the model becomes equivalent with the thermal model [3]. Source radii extracted under this assumption of instantaneous emission represent upper limits for the spatial extent of the emitting system [1,2].

For the case of $p-p$ correlations, source radii of $r_p = 3.7$ and 4.0 fm are extracted for gates (1) and (3), respectively. Source radii extracted from the sharp peak of the $a-d$ correlation function at $q = 42$ MeV/c are $r_a = 2.8$ and 3.6 fm, respectively, for gates (1) and (3).

(A source radii extracted from the broad peak of the $a-d$ correlation function at $q = 85$ MeV/c are larger by about 0.8 fm.) The extracted source sizes are generally smaller than the size of the target nucleus $r_A(Au) = \sqrt{5/3}r_{rms}(Au) = 4.4$ fm.

A strictly geometric interpretation of our results would imply that quasi-elastic collisions are characterised by sources significantly larger than the size of the projectile nucleus ($r_A(N) = 2.1$ fm). It is, however, likely that temporal effects cannot be neglected when interpreting these results. The time scales characteristic of pre-equilibrium particle emission in violent fusion-like collisions may be shorter than those which characterize particle emission in quasi-elastic reactions thus producing stronger correlations and smaller apparent source radii. Our observation of reduced correlations for peripheral processes may, therefore, reflect longer emission time scales rather than larger source dimensions. The sequential decay of excited projectile residues is an example for reactions which proceed via longer emission time scales. For such processes, Koonin's formulation may be less useful for the calculation of two-particle correlation.
functions and alternative statistical formulations, such as appropriate generalisations of the Hauser Feshbach theory, could be explored. For the case of equilibrium decay of light compound nuclei, Hauser Feshbach calculations [4] have predicted smaller two-proton correlations than expected from the zero-lifetime limit of Koonin's model. Within Koonin's model, reduced correlations are expected due to the long lifetime of the compound nucleus. From these arguments, one expects reduced correlations for peripheral collisions for which contributions from the decay of equilibrated projectile residues may be important. For the emission of energetic particles in fusion-like collisions such processes are suppressed. It is significant that these collisions exhibit larger correlations. They should reflect, more clearly, the space-time localisation of the reaction.

Figure 4 shows the dependence of a-d correlations on the total energy per nucleon, \((E/A)_{\text{tot}} = (E_1 + E_2)/2\), of the two coincident particles. Inclusive correlations and correlations measured in coincidence with fission fragments are shown in the right and left hand parts of the figure, respectively. The left hand scale of the figure gives the integral correlation, \(R_{\text{eff}} = \int dq R(q)\). The right hand scale of the figure gives source radii extracted with the model of ref. 2. At low energies, the a-d correlations are of comparable magnitude. For small linear momentum transfers (gate 3), they are nearly independent of energy. On the other hand, the a-d correlations for larger linear momentum transfers vary strongly with energy. For inclusive correlations, right hand part of Figure 4, a similar energy dependence exists and becomes more pronounced at larger angles, \(\theta_{\text{av}}\), where contributions from quasi-elastic processes become less important.
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Correlations between two particles which experience non-resonant final-state interactions and which have different mass-to-charge ratios are sensitive to the Coulomb field of the residual nuclear system at the point of emission. This sensitivity is derived from the absence of long-lived final states and the different accelerations of the particles in the Coulomb field. We have investigated the distortion of proton-deuteron correlations resulting from the close proximity of the target-like residue at the point of emission for $^{18}\text{N}$ induced reactions on $^{197}\text{Au}$ at $E/\text{A} = 35$ MeV.

A target of 19 mg/cm$^2$ areal density was irradiated with $^{18}\text{N}$ ions of $E/\text{A} = 35$ MeV. Light particles ($\leq 2$) were detected by a closed-packed hexagonal array of 13 $\Delta E-E$ telescopes, each consisting of a 300 $\mu$m thick Si-detector and a 10 cm long NaI-detector. Each telescope subtended a solid angle of 0.94 msr; the angular separation between adjacent telescopes was 6.1°. The overall energy calibration for hydrogen isotopes is accurate to within 3% for $E/\text{A} \geq 25$ MeV and within 2% for $E/\text{A} = 25-50$ MeV.

We define the two-particle correlation function, $R(E_p, E_d, \Delta\theta)$, in terms of the coincidence and singles yields:

$$\int_{\Delta\theta}^{} Y_{p,q}(E_p, n_p, E_d, n_d) = C \cdot (1 + R(S)) \cdot \int_{\Delta\theta}^{} Y_{p,q}(E_p, n_p) \cdot Y_{d}(E_d, n_d).$$

The indices p and d denote protons and deuterons, respectively; $E$ is the energy and $\mathbf{n}$ is a unit vector parallel to the velocity of the detected particle; $C$ is a normalization constant and $\cos(\Delta\theta) = n_p \cdot n_d$. The summation in eq. (1) is performed over all energies and angles corresponding to the given bins of $E_p$, $E_d$, and $\Delta\theta$.

A two-dimensional plot of the p-d correlation function for fixed relative angles of $\Delta\theta = 6.1^\circ$ reveals a clear minimum for small relative velocities, $v_p - v_d$, which is caused by the repulsive proton-deuteron Coulomb interaction. The exact location of the minimum is, however, displaced from the line $v_p - v_d$ for a more quantitative analysis, we introduce new coordinates T and S measured along axes parallel and perpendicular to the line $v_p - v_d$ (i.e., $E_d = a \cdot E_p$):

$$S = (a \cdot E_p - E_d)/\sqrt{1 + a^2}$$

$$T = (E_p + a \cdot E_d)/\sqrt{1 + a^2}.$$

In terms of these coordinates, the line $E_d = a \cdot E_p$ corresponds to $S = 0$.

By analogy with eq. (1), we now define the correlation function $R(S)$:

$$\frac{\int_{T}^{} dT \cdot Y_p(S, T) = C \cdot (1 + R(S)) \cdot \int_{T}^{} dT \cdot Y_p(S, T) \cdot Y_d(E_d(S, T))}{T}.$$

Figure 1 shows $R(S)$ measured for $\theta_d = 35^\circ$ and $50^\circ$. Energy thresholds $E_p < 12$ MeV and $E_d < 15$ MeV were applied to the summation in addition to the constraints on T. The values, $S_0$, corresponding to minimum relative velocity are marked by the dotted lines. The locations, $S_0$, of the minima of the correlations functions, $R(S)$, are shown in Fig. 2a. No significant energy or angle dependence is observed; the average value is $S_0 = 2.6 \pm 0.3$ MeV.

We have performed three-body Coulomb trajectory calculations. Correlation functions
were generated by means of a Monte Carlo sampling of the initial conditions. Protons and deuterons were assumed to be emitted simultaneously from a dilute source of Gaussian spatial probability distribution, \( N(\vec{r}) = e^{-\frac{(\vec{r}-\vec{r}_0)^2}{2\sigma^2}} \); a source size of \( r_0 = 5 \text{ fm} \) was used. The source was located at a distance \( d \) from the center of the target nucleus. The initial velocities of the emitted particles were assumed to be distributed as \( N(\vec{v}) = e^{-\frac{(\vec{v}-\vec{v}_0)^2}{2T_s}} \); the parameters \( \vec{v}_0 = \vec{v}_{\text{beam}} / 2 \) and \( T_s = 10 \text{ MeV} \) were used (see ref. 1 for details). The Coulomb interaction with the dilute source was neglected; only the Coulomb forces between the proton, deuteron and the target nucleus were taken into account.

In agreement with the experimental observation, the calculated location of the minimum of \( R(S) \) was found to be rather insensitive to the laboratory angle, \( \theta_{av} \), or to the total kinetic energy of the emitted particles. The hatched region in fig. 2b shows, therefore, only the energy and angle integrated shifts, \( S_0 \), as a function of the distance \( d \). The width of this band represents variations of \( S_0 \) resulting from conceivable changes of the source parameters. The experimental shift, \( S_0 \), indicates a distance of emission \( d < 15 \text{ fm} \). This is consistent with emission from a point close to the surface of the composite system and excludes significant contributions to the yield of coincident protons and deuterons from the sequential decay of long-lived projectile fragments.

a. Department of Physics, University of Wisconsin, Madison, WI.
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MULTICPILY DEPENDENT LIGHT PARTICLE CORRELATIONS


Information about the size of an emitting source can be obtained from light particle intensity interferometry\(^1\). We have measured correlations between deuteron and alpha particles in coincidence with light particles detected at forward angles in a large multidetector system.

The experiment was performed at the Laboratoire National de l’Accélérateur Linéaire (France). A gold target of 10 mg/cm\(^2\) areal density was irradiated by an \(^{40}\)Ar beam at an incident energy of E/A = 60 MeV. Light particles (\(2 < \lambda \leq 3\)) were detected by a closely packed hexagonal hodoscope\(^2\) of 13 Si-Nal (400 μm and 10 cm thick) telescopes. The angular separation between adjacent elements was 4.2°, each telescope subtending a solid angle of 0.46 msr. This hodoscope was centered at a laboratory angle of 30°. In order to select an event type, coincident light particles were detected in a multidetector array consisting of 96 2mm-thick plastic scintillators (plastic wall) arranged in a circular array of seven rings around the beam axis. The charge and the velocity of each light particle were determined by a ΔE-time-of-flight measurement. For the present experiment, the plastic wall covered an angular range of 5° < \(\theta\) < 30° in the laboratory frame; its detection threshold was about 4 MeV/nucleon for protons and alpha particles, significantly below the corresponding average kinetic energies observed in this experiment.

The data taken with the hodoscope are presented in terms of the correlation function R(q), defined for a particle pair (1,2) by

\[
Y_{1,2}(p_1, p_2) = C Y_1(p_1) Y_2(p_2) [1 + R(q)],
\]

where \(Y_{1,2}\) denotes the coincidence yield, \(Y_1\) and \(Y_2\) the singles yields. The laboratory momenta of particles 1 and 2 are \(p_1\) and \(p_2\), respectively, and \(q\) is the momentum of relative motion. The normalization constant C is determined by the requirement that R(q) = 0 at large relative momenta (150 < q < 200 MeV/c). For event-selection using the plastic wall, the same constraint is applied to the coincidence and the single yields.

Coincident data with the plastic wall provide information on the degree of violence of the reaction. We have explored the effects of the observed charged particle multiplicity on the light particle correlations. The dependence of the a-d correlation function on the number, of coincident charged particles detected in the plastic wall is shown in Fig. 1.

For \(v = 0\), the magnitude of the sharp peak of the a-d correlation function is larger than about a factor of 3-4 as compared to the magnitude for \(v = 10\). Between these two extremes, the maximum of the correlation function decreases smoothly with increasing multiplicity as shown in Fig. 2.

The right hand side of the figure shows some dimensions extracted from the final-state interaction model\(^1,2\) assuming a source of Gaussian density distribution and negligible lifetime. The largest value of r_0 = 8 fm means that the decay of the system occurs either at low density (\(-0.5 r_0\) if all incoming nucleons contribute) or over a non-negligible time interval.
Fig. 1. \( d-\alpha \) correlation function versus relative momentum \( q \): (a) without any selection in the plastic wall, (b) for zero multiplicity \( (M = 0) \), (c) for \( M = 10 \). Equally shown are theoretical calculations (12) for \( r_0 = 4, 5 \) and \( 8 \) fm.

Fig. 2. Evolution of the maximum of the \( d-\alpha \) correlation function (open circles) and the derived spacetime parameter \( r_0 \) (full circles) as a function of the detected multiplicity.
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We have investigated the emission of intermediate mass fragments (IMFs) in the $^{14}$N-induced reaction on $^{232}$Th in order to characterize the sources from which these fragments are emitted and to investigate whether equilibrium and non-equilibrium components could be associated with different classes of collisions. In order to determine the linear momentum transfer to the heavy reaction residues, we measured triple coincidences between intermediate mass fragments (21-13) and angle-correlated binary fission events. The measurements reported here were performed at two IMF angle settings: one backward angle, $\theta_{\text{INF}} = \pm 126^\circ$, which should emphasize projectiles emitted from an equilibrated target-like source, and one forward angle setting, $\theta_{\text{INF}} = -51^\circ$, which would favor non-equilibrium processes but avoid complications due to projectile fragmentation.

The experiment was performed at the National Superconducting Cyclotron Laboratory at Michigan State University. Angle-correlated fission fragments were detected with two 140 x 140mm$^2$ x-y position-sensitive multi-wire detectors covering the angular intervals $+59.4^\circ < \theta_A < +110.5^\circ$ and $-115.5^\circ < \theta_B < -64.5^\circ$, respectively. Intermediate mass fragments were detected with standard AE-E-E silicon detector telescopes.

The folding angle distribution between coincident binary fission fragments can be related to the average momentum vector, $P_h$, of the heavy reaction residue through a simple kinematic transformation. We can, therefore, determine the missing momentum,

$$P_m = P_o - P_h - P_{\text{INF}} \cos \theta_{\text{INF}}$$

where $P_o$ and $P_{\text{INF}}$ denote momentum vectors associated with the incident beam momentum and the momentum of the detected fragment, respectively. Missing momenta different from zero result from pre-equilibrium particle emission or from the sequential decay of highly excited primary fragments. The present experiment cannot distinguish these two mechanisms.

In Fig. 1 fission fragment folding-angle distributions in coincidence with Be, C, O, and Ne fragments are shown for the two IMF angle measurements. For comparison the inclusive

![Graph showing fission fragment folding-angle distributions](attachment:image.png)

Fig. 1 Fission-fragment folding-angle distributions measured in coincidence with Be, C, O, and Ne fragments detected at $\theta_{\text{INF}} = -51^\circ$ (open points) and $\theta_{\text{INF}} = \pm 126^\circ$ (closed points). Solid lines through points are to guide the eye. Upper solid line represents the inclusive folding-angle distribution; its normalization is arbitrary.
fission folding-angle distribution for E/A = 35 MeV 14N ions is also shown on this plot (the cross section normalization between the inclusive and exclusive data is arbitrary). For fixed θ_{IMF}, the folding angle distributions exhibit a monotonic dependence on the atomic number of the detected fragment which is largely due to momentum conservation, see Fig. 2.
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**Fig. 2** Average value of the fission fragment folding angle, ⟨θ_{AB}⟩, as a function of coincident ejectile atomic number for the two measured IMF angles. Closed points are experimental values determined according to Eq. (1). Open points are calculations based on various values of missing momentum, p_{m}, as described in text.

At θ_{IMF} = 51°, the missing momentum is of the order of 25-30%. The average missing momentum corresponds to 28 ± 3% of the projectile momentum, compared to 42% for the total reaction cross section. We estimate average excitation energies of about 320 MeV for sources emitting intermediate mass fragments at θ_{IMF} = 51°. The missing momenta are considerably smaller when intermediate mass fragments are emitted at backward angles, θ_{IMF} = 126°. The average value of p_{m} = (0.05 ± 0.05) · p_{0} indicates that these fragments are emitted in highly inelastic collisions in which nearly the entire momentum of the projectile is transferred to the heavy reaction residue. Within the experimental uncertainties, the emission of intermediate mass fragments at backward angles is consistent with the occurrence of complete fusion of target and projectile, corresponding to an excitation energy deposition of about 420 MeV.

The largest quantitative uncertainty has to be attributed to the unknown effects of sequential decay of highly excited primary reaction products. Since the moments of undetected decay products are included in our definition of the missing momentum, the occurrence of sequential decay will lead to larger missing momenta when the primary reaction products are emitted at forward angles and to smaller missing momenta when they are emitted at backward angles.

Our results demonstrate that the emission of intermediate mass fragments at backward angles must be attributed to near-equilibrium emission in fusion-like processes in which the missing momentum is surprisingly small when compared to inclusive fusion-like reactions or reactions in which the fragments are emitted at forward angles. These findings suggest that complex fragment emission at backward angles could serve as a reaction filter for the selection of highly excited nuclear systems close to thermal equilibrium.
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Within the simplifying assumption of local thermal equilibrium, the relative populations of different phase-space configurations may be described by a temperature; the extent of thermalization can then be assessed by measurements of this temperature. Temperatures derived from the slopes of energy spectra may be affected by sensitivities of the spectra to collective motion and to the temporal evolution of the emitting system.\(^1\) To a certain extent, these problems may be avoided by extracting "emission temperatures" from the relative populations of ground and excited states of emitted fragments.\(^5\)\(^-\)\(^9\)

Recent measurements\(^5\)\(^-\)\(^9\) of emission temperatures have provided very different results. The relative populations of particle unstable states of \(^{6}\)Li, \(^{5}\)Li, and \(^{8}\)Be nuclei produced in \(^{40}\)Ar induced reactions on \(^{197}\)Au at E/A=60 MeV\(^5,\)\(^8\) and in \(^{14}\)N induced reactions on \(^{197}\)Au at E/A=35 MeV\(^9\) are consistent with average emission temperatures of about 4-5 MeV. In contrast, measurements of low energy \(\gamma\)-ray transitions from \(^{7}\)Li, \(^{8}\)Li, and \(^{7}\)Be fragments produced in \(^{14}\)N induced reactions on \(^{92}\)Ag at E/A=35 MeV yielded emission temperatures of less than 1 MeV.\(^5,\)\(^7\) These low temperatures were attributed to the breakdown of the approximation of local thermal equilibrium.\(^5,\)\(^7\) \n
We have measured low energy \(\gamma\)-ray transitions in \(^{8}\)Li, \(^{7}\)Be, \(^{10}\)B, \(^{12}\)B, and \(^{13}\)C nuclei emitted in \(^{32}\)S induced reaction on \(^{92}\)Ag at 715 MeV and have applied the quantum statistical model\(^10,\)\(^11\) to estimate the effects of sequential decay.

The experiment was performed at the Oak Ridge National Laboratory. Complex fragments with \(3 \leq Z \leq 8\) were detected in five \(\Delta E-\Delta E\) surface barrier detector telescopes, positioned at the laboratory angles of \(\theta_{lab}=20^\circ, 25^\circ, 30^\circ, 45^\circ,\) and \(50^\circ,\) with solid angles of \(\Delta\Omega_{lab}=9.8, 10.1, 15.4, 36.3\) and 28.6 msr, respectively. Each telescope consisted of two planar \(\Delta E\)-detectors with thicknesses between 50 and 100 \(\mu\)m and an \(E\)-detector with a thickness of 1.5 mm. Coincident \(\gamma\)-rays were detected with six Compton shielded germanium detector modules of the Spin Spectrometer.\(^12\)

Clean isotopic resolution in the detector telescopes is essential for these measurements. Cross contaminations between adjacent isotopes were reduced to less than 4\% by restricting the analysis to fragments that stopped in the third element of the telescope and which simultaneously satisfied two independent particle identification gates.\(^13\) (This double identification requirement introduced energy thresholds at about E/A=8 MeV for \(\approx 20^\circ, 25^\circ,\) \(30^\circ\) and at about E/A=7 MeV for \(\approx 45^\circ\) and \(50^\circ\).) As an example, Fig. 1 shows the measured energy spectra of \(^{10}\)B isotopes. As in previous observations, the fragment energy spectra have maxima near the exit channel Coulomb barrier and decrease exponentially with increasing fragment energy; the cross sections are strongly enhanced at forward angles. Moving source analyses of the kinetic energy spectra suggest that at least half of the fragments are emitted prior to complete equilibration of the composite system.\(^13\)

The energy spectra of coincident \(\gamma\)-rays were transformed into the rest frames of the coincident particles using relativistic Jacobians and Doppler shift corrections. Since
these transformations shift and broaden Y-ray transitions of the target residues, particular attention was paid to identifying and correcting for spurious structures in the Y-ray background. For this purpose, background spectra were generated by performing similar Doppler shift transformations on raw Y-ray spectra measured in coincidence with $^6$Li, $^9$Be, and $^{11}$B nuclei. These nuclei have no strong Y-ray transitions at the Y-ray energies studied here; however, these background spectra contained discrete transitions from target residues common to all spectra.

Spectra of Y-rays detected in coincidence with isotopes of $^8$Li, $^7$Be, $^{10}$B, $^{12}$B, and $^{13}$C are shown by the histograms in Fig. 2. The Doppler shifted background spectra are indicated by the solid dots in the figure. The following transitions were analyzed: $^8$Li ($J^P = 1^+$, $E = 0.981$ MeV + $E' = 0.0$ MeV), $^7$Be ($^{1/2} - 0.429 + ^{3/2}, 0.0$), $^{10}$B ($1^+, 2.154 + 0^+$, 1.740), $^{12}$C ($^{5/2}, 3.854 + ^{3/2}, 3.684$), and overlapping transitions:

$$^{12}B(2^+, 0.953 + 1^+, 0.0),^{12}B(1^-, 2.621 + 2^-)$$

We did not analyze the transition, $^7$Li ($^{5/2} + 0.478 + ^{3/2}, 0.0$), because the pile-up of two coincident a-particles in the telescopes is misidentified as $^7$Li$^{15}$, nor the long-lived transition, $^{10}$B ($1^+, 0.718 + 3^+, 0.0$), because this decay occurs at a considerable distance from the target resulting in major uncertainties in the efficiencies of the Y-ray detectors. The data in Fig. 2 were summed over all detectors; the individual detectors provide comparable numerical contributions to the sum. The inclusive fragment yields and fragment Y-ray coincidence yields were summed over angle and combined to extract the fraction $P_Y$ of observed fragments which were accompanied by the designated Y-ray. Spin alignments were assumed

Fig. 1. Single particle inclusive cross sections for $^{10}$B nuclei emitted in $^{32}$S induced reactions on Ag at E/A=22.3 MeV.

Fig. 2. Left hand side: Y-ray spectra for $^8$Li, $^7$Be, $^{10}$B, $^{12}$B, and $^{13}$C isotopes produced in $^{32}$S induced reactions Ag at E/A=22.3 MeV. Right hand side: fractional probabilities, $P_Y$, that an observed fragment is accompanied by the designated Y-ray. Dotted lines denote the range of values for $P_Y$ consistent with the coincidence measurements. Dashed and solid curves are discussed in the text.
Table 1: Fractional probabilities, $F_Y$, that the observed fragment is accompanied by the designated Y-ray.

<table>
<thead>
<tr>
<th>Fragment</th>
<th>Transition</th>
<th>$F_Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^8\text{Li}$</td>
<td>$1^+$, 0.981 + $2^+$, 0.0</td>
<td>0.165±0.032</td>
</tr>
<tr>
<td>$^7\text{Be}$</td>
<td>$2^-$, 0.429 + $3^-$, 0.0</td>
<td>0.180±0.016</td>
</tr>
<tr>
<td>$^{10}\text{B}$</td>
<td>$1^+$, 2.154 + $0^+$, 1.740</td>
<td>0.067±0.015</td>
</tr>
<tr>
<td>$^{12}\text{B}$</td>
<td>$2^+$, 0.953 + $1^+$, 0.0</td>
<td>0.336±0.053</td>
</tr>
<tr>
<td>$^{13}\text{C}$</td>
<td>$3^-$, 3.854 + $2^-$, 3.684</td>
<td>0.057±0.009</td>
</tr>
</tbody>
</table>

To be zero. This introduced a spin alignment dependent uncertainty in $F_Y$ of about 3%. Values of $F_Y$ for these transitions are given in Table 1.

To assess the magnitude of the sequential decay corrections, we have calculated $F_Y$ with the quantum statistical model\textsuperscript{10,11} which has been used to describe fragmentation in energetic nucleus-nucleus collisions.\textsuperscript{17} The calculation proceeds in two stages: i) the initial populations of states of particle stable and unstable fragments are calculated by solving equations of chemical equilibrium for nuclear matter at uniform breakup density, $\rho$, and temperature, $T$; ii) the excited states decay sequentially to fragments with larger binding energies according to available information concerning the spins and branching ratios of each excited state.

We first discuss the calculations for $F_Y$ in which sequential feeding from particle unstable states of heavier nuclei is neglected and only the feeding from higher lying Y-unstable excited states of the same nucleus is considered. Values for $F_Y$ consistent with this approximation are shown by the dashed lines in the right hand side of Fig. 2. The dotted lines indicate the upper and lower limits for $F_Y$ consistent with our measurements. If sequential decay were neglected\textsuperscript{5,7}, temperatures of 0.5±0.1 MeV, 0.9±0.3 MeV, 2.4±0.8 MeV, and 1.6±0.2 MeV would be extracted from the transitions in $^7\text{Be}$, $^8\text{Li}$, $^{10}\text{B}$, and $^{13}\text{C}$, respectively. These temperatures are mutually inconsistent. Higher temperatures are extracted for transitions from states with higher excitation energy. This trend can be expected when secondary processes, such as sequential decay, modify the primary populations of ground and excited states.\textsuperscript{6}

The full calculations, which include sequential feeding from particle unbound states, are shown in the right hand side of Fig. 2 for densities 0.3$\rho_0$ (upper solid line) and 0.7$\rho_0$ (lower solid line), where $\rho_0$ denotes normal nuclear matter density. Sequential decay reduces considerably the theoretical values for $F_Y$ bringing them close to the experimental values. For $^7\text{Be}$, $^8\text{Li}$, and $^{12}\text{B}$ nuclei, the dependence of $F_Y$ on temperature is even predicted to be non-monotonic. Only at very low temperatures, T≤1.3 MeV, can sequential decay be neglected for the calculation of $F_Y$. At very low bombarding energies where this neglect may be justified, emission temperatures are consistent with the temperature of the equilibrated compound nucleus provided the compound nuclear temperature is less than 1.5 MeV.\textsuperscript{20} At higher bombarding energies corresponding to higher compound nuclear temperatures, however, the experimental $F_Y$ values are smaller than those predicted for negligible feeding; thus, emission temperatures were obtained which were considerably smaller than the temperature of the compound nucleus.\textsuperscript{20} Our statistical model calculations show that this trend is mainly due to the increased importance of sequential feeding at the higher bombarding energies.

At temperatures greater than 2 MeV, we estimate an uncertainty of at least 25% in the theoretical values of $F_Y$ arising from our present incomplete understanding of the fragmentation process and due to the lack of information concerning the spins and branching
ratios for many of the tabulated particle unstable states. Within this uncertainty, the full calculations, at $T \geq 4$ MeV, are consistent with the experimental measurements. Theoretical uncertainties and the insensitivity of the theoretical values of $F_\gamma$ to temperature prevent the extraction of meaningful emission temperatures, for $T \geq 2$ MeV, from these low energy $\gamma$-ray transitions. The calculations are nonetheless capable of indicating whether specific transitions are strongly influenced by sequential feeding. In particular, these and other statistical calculations show that the relative populations of particle unstable states presented in ref. 6, 8, and 9 are relatively insensitive to sequential decay at temperatures less than 4 MeV. Although sequential decay may strongly influence the relative populations of $^6\text{Li}$ and $^8\text{Be}$ particle unstable states at higher temperatures, the relative populations of states in $^5\text{Li}$ are predicted to be relatively unperturbed by secondary decays for temperatures as large as 10 MeV.
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